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Abstract—In this paper, we propose a set of rules for consistent
estimation of the real performance and power features of the
flip-flop and master–slave latch structures. A new simulation
and optimization approach is presented, targeting both high-
performance and power budget issues. The analysis approach
reveals the sources of performance and power-consumption bot-
tlenecks in different design styles. Certain misleading parameters
have been properly modified and weighted to reflect the real
properties of the compared structures. Furthermore, the results
of the comparison of representative master–slave latches and flip-
flops illustrate the advantages of our approach and the suitability
of different design styles for high-performance and low-power
applications.

I. INTRODUCTION

I NTERPRETATION of published results comparing various
latches and flip-flops has been very difficult because of the

use of different simulation methods for their generation and
presentation. In this paper, we establish a set of rules with the
goal of making the comparisons fair and realistic. Simulation
of the latches and flip-flops obtained by using different design
styles makes this analysis more difficult in trying to achieve
consistent and comparable results. There are two major results
produced in the course of this work:

1) definition of the relevant set of parameters to be mea-
sured and rules for weighting their importance;

2) a set of relevant simulation conditions, which emphasize
the parameters of interest.

The simulation and optimization procedures have high perfor-
mance as the primary goal, but we have also paid attention to
the possible reductions in power consumption, given that the
limitation in performance is usually imposed by the available
power budget.

II. A NALYSIS

A. Power Considerations

Power consumption of a circuit depends strongly on its
structure and the statistics of the applied data. Thus, power
measurements should be conducted for the range of different
data patterns comprising the worst and the best cases. Our
goal is not only to find the range of power consumption for
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Fig. 1. The pseudorandom sequence.

all the possible cases but also to define special patterns that
are to reveal the major sources of power dissipation for the
given family of master–slave latches and flip-flops (for specific
applications where the statistics of data is known in advance,
like in data processing, it is desirable to optimize the structure
for the given data distribution).

In our simulation, the data activity rate presents the
average number of output transitions per clock cycle. We have
applied four different data sequences where ...010 101 010...,

reflects the maximum internal dynamic power con-
sumption. However, depending on the structure, the sequence
...111 111... can in some cases dissipate more power. In
general, a pseudorandom sequence with equal probability of all
transitions (data activity rate ) is considered to reflect
the average internal power consumption given the uniform
data distribution; see Fig. 1. The sequence ...111 111 111...,

reflects the power dissipation of precharged nodes.
The sequence ...000 000 000..., reflects minimum power
consumption.

Depending on the size of the precharged and static parts,
internal dynamic power consumption can be estimated based
on the analysis of Fig. 2.

The starting point is a well-known formula for estimation
of dynamic power consumption

where

where

switching probability of node (in regard to the clock
cycle);
swing range coefficient of node( for rail-
to-rail swing);
total capacitance of node;
clock frequency;
rail-to-rail voltage range (supply voltage).

This strategy has been generalized in Fig. 2 to describe the
differences in switching activity, and therefore power con-
sumption, for different design styles.

Capacitances and are calculated
from node to node in the given topology taking into account
the and coefficient of each node in the circuit. This
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Fig. 2. Sources of internal, dynamic power consumption.

approach is essential for determining the strategy for the power
budget needed to meet the performance requirements.

As all nodes in static structures switch uniformly and only
for zero-to-one and one-to-zero transitions, represents
the total effective capacitance of the circuit charged and/or
discharged in each cycle.

Semidynamic structures are generally composed of a
dynamic (precharged) front end and static output part. This
is why we designated two major effective capacitances:

and , each representing the corresponding part
of the circuit. It is shown in Fig. 2 that these two capacitances
have different charging and discharging activities.

In Fig. 2, semidynamic structures were further differentiated
into single-ended and differential structures. This was done in
order to emphasize the switching activity’s independence from
data statistics (and therefore higher average power consump-
tion) in the case of differential structures. The total effective
precharge capacitance is comprised of two effective capaci-
tances of the same size, and , which
represent the two complementary halves of the precharged
differential tree.

The second problem that we encountered was the mea-
surement of the power dissipated by the latch. We used the
.MEASURE average power statement in HSPICE to measure
the power dissipation of interest. The results were compared
with the earlier power-measurement method presented in [2]
and showed the same level of accuracy.

We identified three main sources of power dissipation in
the latch:

• internal power dissipation of the latch,excluding the
power dissipated for switching the output loads;

• local clock power dissipation,which presents the portion
of the power dissipated in the local clock buffer driving
the clock input of the latch;

• local data power dissipation,which presents the portion
of the power dissipated in the logic stage driving the data
input of the latch.

This provides us with a good illustration of the total power
dissipated in the latch and its surroundings. If we do not
take into account all those sources of power consumption, the
results will be misleading because of the possible tradeoffs
among the three. Parametertotal power refers to the sum of
all three measured kinds of power. We excluded the power
spent on switching of the output loads because its addition
can make the results misleading in a way that for the load that
we applied, it presented a large portion of the latch’s intrinsic
power consumption.

Another important detail is that we measured the power
dissipated by the circuit driving the inputs of the latch to
determine thelocal clock and data power dissipationparam-
eters. Only the portion of that power (the one dissipated on
driving the input capacitances) was calculated as relevant. But
there is still a question of the overall power dissipated by the
clock. Structures with large clock load require larger inverters
in the clock tree and increase the power consumed by the
clock. The problem is partially solved by the introduction of
local clock regenerators like those used in the PowerPC 603
processor [12], which are usually used to generate the second
phase of the clock and/or to incorporate the scan signal. Given
the variety of clocking techniques, one cannot include these
details in the overall comparison of different latches. However,
one has to be aware of that fact and judge the results of the
comparison accordingly.

B. Timing

Many authors [5], [14] refer toClk-Q delay, setup, and hold
times as the timing parameters of flip-flops and master–slave
latches. For the purpose of clarification, we will repeat the
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Fig. 3. StrongArm110 flip-flop, stable, metastable, and failure regions.

definitions of these parameters as stated by Unger and Tan in
[1], where terminal corresponds to Clk:

propagation delay from the terminal to the
terminal, assuming that the signal has been set
early enough relative to the leading edge of the
pulse;

setup time,the minimum time between a change
and the triggering (latching) edge of the pulse
such that, even under the worst conditions, the
output will be guaranteed to change so as to
become equal to the new value, assuming that
the pulse is sufficiently wide;

hold time, the minimum time that the signal
must be held constantafter the triggering (latching)
edge of the signal so that, even under worst
case conditions, and assuming that the most recent

change occurred no later than prior to the
triggering (latching) edge of , the output will
remain stable after the end of the clock pulse (it is
not unusual for the value of this parameter to be
negative).

Unger and Tan made this concept more precise by requiring
that the change in occur sufficiently early so that making it
appear any earlier would have no effect on whenchanges.

Given that the designer’s interest is to use every possible
fraction of the clock cycle, data evaluation is usually done as
close to the raising edge of the clock as the setup time permits.

Regarding the nature of the latching mechanisms in flip-
flops and master–slave latches, we tried to discover the rela-
tionship between theClk-Q delay and the proximity of the last
change in data that could cause the change at the outputs.

Before we proceed, we should define the stable, metastable
and failure regions, illustrated in Fig. 3. The stable region is
the region of the Data-Clk (the time difference between the
last transition of data and the latching clock edge) axis in
which Clk-Q delay do not depend on Data-Clk time. As Data-
Clk decreases, at a certain pointClk-Q delay starts to rise
monotonously and ends in failure. This region of the Data-Clk
axis is the metastable region. The metastable region is defined
as the region of unstableClk-Q delay, where theClk-Q delay
rises exponentially as indicated by Shoji in [13]. Changes in
data that happen in the failure region of D-Clk are unable to
be transferred to the outputs of the circuit.

Fig. 4. StrongArm110 flip-flop, critical timing zones.

The question arises: how much we can let theClk-Q delay
be degraded in the metastable region and still benefit from
the increase in performance (due to the decreased- ) while
maintaining reliability of operation?

, as defined previously, is the value ofClk-Q delay
(Fig. 3) in the stable region, and parameter is the minimum
point on the D-Clk axis that is still a part of the stable region.

Parameters - and Clk-Q, of the flip-flop used in the
StrongArm110 processor [8] are presented in Fig. 3 as a
function of D-Clk delay. In setup-time region, theClk-Q curve
rises monotonously from the value ofClk-Q delay measured
in the stable region. On the other hand, the- curve has
its minimum as we move the last transition of data toward
the latching edge of the clock. It is clear that beyond that
minimum - point, it is no longer applicable to evaluate
the data closer to the rising edge of the clock. We refer to
D-Clk delay at that point as the optimum setup time, which
presents the limit beyond which the performance of the latch
is degraded and the reliability is endangered.

Our interest is to minimize the - delay (or ,
as defined by Unger and Tan [1]), which presents the portion
of time that the flip-flop or master–slave structure takes out of
the clock cycle. It will be shown later that the comparisons in
terms ofClk-Q delay as a relevant performance parameter are
misleading because they do not take into account the setup
time and therefore the effective time taken out of the clock
cycle. Since minimum - (as defined in Fig. 3),
it is obvious that the cycle time will be reduced if the change
in data is allowed to arrive no later than theoptimum setup
time before the trailing edge of the clock.

In light of the reasons presented above, we accepted the
minimum - delay as thedelay parameter of a flip-flop or
master–slave latch.

As shown in Fig. 4, the metastable region consists of setup
and hold zones. The last data transition can be moved all
the way to the optimum setup time. The first or a late data
transition is allowed to come after the hold zone. All the
extractions of critical timing parameters should be done for the
worst case corners and external conditions in order to ensure
reliability.

Since the issue of timing is in fact the issue of reliability, we
have to consider one more detail. Conventional master–slave
structures do not have a positive hold-time requirement be-
cause of the positive setup time. This can be discussed in



STOJANOVIC AND OKLOBDZIJA: MASTER–SLAVE AND FLIP-FLOP LATCHES 539

Fig. 5. Hybrid design, timing analysis.

the worst case for the hold time, i.e., a master–slave latch
in a shift register. If the previous master–slave latch had the
last change in data in the stable region (and thus the minimal
Clk-Q delay after the rising edge of the clock), the following
latch would have been critical if its hold time had been larger
than theClk-Q delay of the previous latch. As conventional
master–slave structures have positive setup time, and thus in
most cases negative hold time (or around zero), it is impossible
for the hold time to become greater than theClk-Q delay of
the previous stage.

However, a new hybrid design technique introduced by
Partovi in [10], featuring a negative setup time and short
transparency period, has to take into account the hold time
as a reliability requirement. This is the case not only with this
new technique but also with some flip-flop structures featuring
negative setup time, like the sense amplifier (SA)/F-F [7] or
its modification used in the StrongArm110 processor [8].

The hybrid design technique shifts the reference point of
hold- and setup-time parameters from the rising edge of the
clock to the falling edge of the buffered clock signal, which
presents the end of the transparency period. In this way, the
setup and hold times measured in reference to the rising edge
of the clock (as conventionally defined for flip-flops) are the
functions of the width of the transparency period because their
real reference point is the end of that period (just like in custom
transparent latches). Since the hybrid design style is one of
the best choices for high-performance systems, we will try to
clarify this concept.

This advanced concept merges the good features of both
transparent-latch and flip-flop (master–slave latch) design
styles.

High-performance designs often use transparent latches,
which provide the so-called cycle-stealing feature and reduce
the length of the clock cycle [1]. These designs provide “soft
clock edge”—i.e., absorption of the clock skew—but suffer
from the racethrough and positive hold-time requirements, and
thus require careful timing analysis.

Techniques that use flip-flops or master–slave latches suffer
from positive setup time (which reduces the performance) and
sensitivity to clock skew but eliminate hold-time violation and
racethrough events.

The main idea of the hybrid design technique is to shorten
the transparency period of a latch to a small time interval. In
this way, the risk of racethrough is nearly eliminated, and the
negative setup time and the absorption of the clock skew are
retained.

The operation of the hybrid structures can be easily un-
derstood if they are regarded as the classical transparent
latches with the shortened period of transparency. The pulse
of the clock is not shortened, but the raising edge of the
clock generates the pulse that enables the transparency of the
structure.

We will consider the rising edge of the clock as the
synchronization point (like in flip-flop or master–slave latch
designs). The real latching edge is the falling edge of the
transparency pulse. The timing analysis is presented in Fig. 5.

The “real” parameters are obtained with respect to the
latching edge of the pulse and do not depend on the width
of the transparency period.

The “virtual” parameters are obtained with respect to the
synchronization point, i.e., the rising clock edge, and thus are
functions of both the “real” parameters and the width of the
transparency pulse.

Case 1and Case 2illustrate the methods of calculation of
all the mentioned parameters and their mutual dependence.
Since the width of the transparency window affects the race
analysis, hold-time requirements, and clock-skew tolerance, it
is very important to have local control over the transparency
period.

Setup and hold parameters mentioned in the following
sections are addressing the “virtual” parameters, since the goal
is to view the structures from the functional point of flip-flops
and master–slave latches, which both have the synchronization
point.
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Fig. 6. Modified C2MOS master–slave latch, power-delay tradeoff.

Fig. 7. Power versus generalized widthw.

C. Power-Delay Product

A tradeoff between speed and power is always possible. In
high-performance and low-power applications, both features
are equally important. The point of minimum power-delay
product is the point of optimal energy utilization at a given
clock frequency.

To illustrate this, we show the power-delay tradeoffs in the
case of a modified CMOS master–slave latch in Fig. 6.

Since this structure is relatively simple and symmetrical,
because it consists of gated inverters, it was easy to express all
critical transistor widths as functions of one variable. Given the
variety of design styles, it is not always simple to express the
power-delay tradeoff as a function of one common variable.
This makes the optimization more difficult, along with the fact
that delay and power parameters as defined in the previous
analysis cannot be obtained at the same time, thus causing the
optimization procedure to be iterative.

The power versus diagram in Fig. 7 indicates the propor-
tional relationship between power and generalized transistor
width , while Fig. 8 shows the nearly inversely proportional
dependence ofdelay on generalized width parameter. The
rates of change ofdelayand power versus are not the same,
and lead to the minimum of the PDPfunction, i.e., the point
of optimal energy efficiency, marked as.

The symbol “ ” in Figs. 7–11 marks the point of the
best power-delay tradeoff. The approximate results could be
derived from the first-order power and delay analysis, which
will not be repeated here. On the basis of these assumptions,
all the presented structures were optimized to reach the point

Fig. 8. Delay versus generalized widthw.

Fig. 9. Power-delay tradeoff, PDP versus generalized widthw.

Fig. 10. Power-delay tradeoff, PDP versus power.

of minimal PDP . The simplified procedure presented above
is not as accurate as the real optimization procedure, but was
used here primarily to clarify the principal.

The PDP parameter is the product of thedelayand total
power parameters. We have chosen PDPas the overall
performance parameter for comparison in terms of speed and
power.

III. SIMULATION

A. Test Bench

To extract the parameters of interest, we defined simulation
conditions, which include setting up a test bench and the
selection of the device model used.
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TABLE I
OUTPUT POWER DISSIPATION

Fig. 11. Power-delay tradeoff, PDP versusdelay.

Fig. 12. The simulation test bench.

The role of the test bench shown in Fig. 12 is to provide the
realistic data and clock signals, the fanout signal degradation
from the previous and to the succeeding stage, and measure-
ment of power dissipated on switching of the clock and data
inputs.

Buffering inverters in Fig. 12 provide the realistic data and
clock signals, which themselves are fed from ideal voltage
sources. Furthermore, capacitive load at the data input sim-
ulates the fanout signal degradation from previous stages.
Capacitive loads at the outputs simulate the fanout signal
degradation caused by the succeeding stages.

As mentioned in the section on power considerations, there
are three kinds of power dissipation that were measured in
order to get the real insight in the amount of power consumed
in and around the latch due to its presence.

• Local data power dissipation presents the portion of the
gray inverter’s power consumption (Fig. 12) dissipated
on switching the data input capacitance.

• Local clock power dissipation presents the portion of the
black inverter’s power consumption (Fig. 12) dissipated
on switching the clock input capacitance.

• Internal power dissipation includes the intrinsic power
dissipated on switching the internal nodes of the circuit
and excludes the power dissipated on switching the output
load capacitances Cl.

Buffering inverters dissipate power even without any external
load (due to their internal capacitances). Thus, we applied the
following procedure. We interpolated the total measured power
dissipation of the inverter over the wide range of loads. The
local clock power dissipationparameter was then calculated
as the difference in power dissipation of the black inverter
when loaded with latch and when unloaded. Thelocal data
power dissipationparameter was calculated as the difference
in power dissipations of the gray inverter when loaded with
latch and Cl and when loaded only with Cl.

This approximation appeared to be fairly good for the
wide range of load capacitances. Yuan and Svensson took
a similar approach in [15] by setting the drain and source
capacitance parameters to zero, thus minimizing the internal
inverter power consumption. Since these are the major but not
the only sources of internal power consumption, we applied
the correction method presented above as the most accurate.
The other reason was that we wanted the “real” inverters, and
not the ones with degraded parameters, to drive the inputs of
our latch.

The reason for exclusion of the power spent on output loads
was that for the given load Cl fF, that portion of power
reached the values presented in Table I. We decided to load
the circuits with heavy load in order to estimate their driving
capabilities and simulate the critical situations in pipelines.
Thus, we decided to exclude the power spent on that load in
order to get a fair picture of the circuit’s power behavior.

All power measurements were conducted for 16-cycle-long
data sequences. The pseudorandom data sequence used to
illustrate the average power dissipation is presented in Fig. 1.

Due to the topological differences among the existing
latches, some of them required a modified test bench, i.e., a
dual input and/or a single output. However, these modifications
did not alter the principal of the analysis approach based on
the simulation conditions.

Parameters of the MOS model used in our simulations and
simulation conditions are shown in Table II. For the given
technology, the load capacitance Cl fF that was used as
the input and the output load equals the load of the 22 minimal
inverters (wp/wn u u).

B. Transistor-Width Optimization

We optimized all structures in terms of both speed and
power. All structures were optimized for the same fixed load
in order to compare them under the same conditions. For
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TABLE II
SIMULATION PARAMETERS

TABLE III
GENERAL CHARACTERISTICS

smaller loads, the differences in performance would become
less apparent since the driving capability of the design would
lose importance.

We used the Levenberg–Marquardt optimization algorithm
embedded in HSPICE. The search direction of this algorithm is
a combination of the steepest-descent and the Gauss–Newton
method. It has a good feature of the optimization toward the
goal stated in the .MEASURE statements.

The main point of the optimization is the minimization of
the power-delay product, given the always-present tradeoff
between power and speed. Instead of using PDP, which is
the product ofClk-Q delay and internal power dissipation, we
used PDP .

The first step in the process is the optimization of both the
Clk-Q delay and thetotal power,which essentially presents
the optimization in terms of PDP with the addition of the
total power parameter. The next step is the calculation of
the minimum - taken as thedelay parameter. Now, when
we obtain the second parameterdelay, we have to make the
correction in the next optimization iteration using thedelay
parameter instead ofClk-Q and optimizing the real PDP.
Since the measurements of thedelay and total powercannot
be made in one step, several iterations are needed to achieve
satisfying results. We did not make the attempt in the direction
of automating the process since that was not the main purpose
of our research. However, the automated tools are needed
especially because the existing ones consider theClk-Q delay

as a relevant parameter for the optimization. The following
example illustrates the difference between the two approaches.

If we consider the master–slave latch and try to optimize
it in terms of the classical PDP (Clk-Q * internal power)
the result will be a minimal master latch optimized for low
power and a slave latch optimized for both speed and power.
The “optimized” structure will have an excessively large setup
time, thus requiring the larger clock cycle to meet the timing
requirements. The reason for such a result is that the optimizer
does not “see” the real performance throughClk-Q delay. Our
delayparameter would take that into account, and the master
and slave latches would both be optimized in terms of PDP.

The transistor widths of optimized structures are shown on
each schematic. They are expressed relative to the minimum
width in the given technology.

IV. RESULTS

We have chosen a set of representative latches and flip-
flops. All of them have been designed for use in either
high-performance or low-power processors.

The results of the simulations shown in Table III are mea-
sured for the pseudorandom data sequence (Fig. 1) with equal
probability of all transitions. We assumed that the distribution
of data transitions is uniform, and thus the above-mentioned
sequence presents the illustration of average power consump-
tion.
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Fig. 13. Single-ended structures, overalldelay comparison.

Fig. 14. Differential structures, overalldelay comparison.

Fig. 15. PowerPC 603 master–slave latch.

Figs. 13 and 14 illustrate the speed characteristics of the pre-
sented structures. For the sake of a fair comparison, structures
were differentiated in two groups, as single ended and differen-
tial. In Fig. 13, a group of hybrid structures features negative
setup time and thus superior performance characteristics over
the group of master–slave structures featuring positive setup
time and therefore reduced performance. In Fig. 14, K6 ETL,
SA-F/F, and StrongArm110 flip-flop outperform the static
SSTC and DSTC master–slave latches due to the slightly
negative setup-time property and shortened latency.

The PowerPC master–slave latch (Fig. 15), presented in
[12], is one of the fastest classical structures. Its main ad-
vantages are a short direct path and low-power feedback. But
one has to keep in mind another aspect of this structure—its
large clock load, which greatly influences the total power
consumption on-chip.

The modification of the standard dynamic CMOS mas-
ter–slave latch (Fig. 16) has shown good low-power proper-
ties featuring small clock load, achieved by the local clock
buffering, and low-power feedback, assuring fully static op-
eration. The circuit is somewhat slower than the PowerPC

Fig. 16. Modified C2MOS latch.

Fig. 17. HLFF.

603 master–slave latch. The faster pullup in the PowerPC 603
master–slave latch is achieved by the use of complementary
pass-gates, which also increase the sensitivity to racethrough
in the period of one gate delay in which the two phases over-
lap. Unlike the classical CMOS structure, modified CMOS
is robust to clock-slope variation due to the local clock
buffering.

Hybrid-latch flip-flop (HLFF) (Fig. 17), presented in [10],
is one of the fastest structures presented. It also has a very
small PDP . The major advantage of this structure is its
soft-edge property, i.e., its robustness to clock skew. One
of the major drawbacks of the hybrid design in general is
the positive hold time, discussed in Section II-B. Due to
the single-output design, the power-consumption range of the
HLFF is comparable to that of the static circuits. However,
depending on the power distribution, precharged structures can
dissipate more than static structures for data patterns with more
“ones.” Hybrid design appears to be very suitable for high-
performance systems with little or no penalty in power when
compared to classical static structures.

Another interesting approach to hybrid design is the semi-
dynamic flip-flop (SDFF) structure (Fig. 18) presented in [16].
It is the fastest of all the presented structures. The significant
advantage over HLFF is that there is very little performance
penalty for embedded logic functions. The disadvantages are
bigger clock load and larger effective precharge capacitance,
which results in increased power consumption for data patterns
with more “ones.” This is still the most convenient structure
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Fig. 18. Semidynamic flip-flop.

Fig. 19. K-6, dual-rail ETL.

for applications where speed is of primary importance, without
a big penalty in power consumption.

The K6 edge-triggered latch (Fig. 19), presented in [11], is
very fast but its differential structure, along with the precharge
and self-reset property, causes very high power consumption
independent of the data pattern.

We have to point out some details about the design of
the SA-F/F [7] and the flip-flop used in StrongArm110 [14]
(Figs. 20 and 21). The precharged sense-amplifier stage is very
fast, but the set–reset latch almost doubles the delay because
of asymmetric rise and fall times. This not only degrades
speed but also causes glitches in succeeding logic stages,
which increase total power consumption. Therefore, the flip-
flop used in the StrongArm110 low-power processor lacks the
delay budget, which can be traded for power. The results of its
counterpart SA-F/F are little better when compared under the
same conditions, but suffer from zero floating output nodes of
the sense amplifier when data change during the high phase
of the clock.

Both the precharged sense-amplifier in SA-F/F and
StrongArm110 FF and the self-reset stage in K6 ETL have the
very useful feature of monotonous transitions at the outputs,
i.e., always from zero to one or from one to zero, which is
essential for driving the succeeding fast domino stages. This
property of the sense-amplifier stage was used in the high-
performance WD21264 Alpha processor [9], where sense
amplifiers were used as dynamic flip-flops. These structures
also have very small clock load.

Fig. 20. Sense-amplifier flip-flop.

Fig. 21. StrongArm110 flip-flop.

Fig. 22. SSTC master–slave latch.

The master latch in SSTC (Fig. 22) and DSTC (Fig. 23),
presented in [5], suffers from substantial voltage drop at the
outputs due to the capacitive coupling effect between the com-
mon node of the slave latch and the floating high output driving
node of the master latch. This effect occurs on the rising edge
of the clock, when the master latch becomes opaque and the
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TABLE IV
TIMING PARAMETERS

Fig. 23. DSTC master–slave latch.

slave latch transparent. One of the outputs of the master latch is
left floating high and is capacitively coupled with the drain of
the clocked transistor in the slave latch. The voltage drop that
occurs on the common node of the slave latch when the clock
goes high decreases the driving capability of the floating high
output of the master latch. This causes an increase in delay
and short-circuit power consumption in the slave latch, which
tends to dominate dynamic power consumption.

The presented capacitive-coupling effect along with the
problems associated with the glitches at the data inputs, noted
by Blair in [6], result in relatively lower performance as
compared with other presented latches. Due to the effects
described above, SSTC and DSTC have somewhat weaker
driving capabilities than the rest of the structures. In shift
registers, where the circuits have a very light load, they
perform very well, as shown in [5] and [15].

Detailed timing parameters of the presented structures are
shown in Table IV. One can emphasize that theClk-Q delay
parameter does not illustrate the real performance of the
circuit. A more relevant and severe constraint isminimum

- . Timing results also show that some (mostly dif-
ferential) design styles suffer from unequal low-to-high and
high-to-low delays, which cause glitches and short-circuit
power consumption in the succeeding logic stages, making
the styles less desirable for low-power design.

Figs. 24 and 25 present the ranges and distribution of
PDP for different data patterns and for two major design

Fig. 24. Ranges of PDPtot, single-ended structures.

Fig. 25. Ranges of PDPtot, differential structures.

styles, single ended and differential. The ranges of PDP
were obtained using different data sequences reflecting min-
imum, maximum, and average power consumption and cor-
responding PDP . The symbol “ ” designates the point
of power dissipation PDP ) an for average-activity data
pattern.

Among single-ended structures, the PowerPC 603 mas-
ter–slave latch and HLFF show the best compromise between
speed and power, followed by the classical modified CMOS
master–slave latch and the hybrid SDFF. Hybrid structures are
faster but consume more power than fully static master–slave
designs due to the precharge nature of the front-end stage.
The semidynamic nature of the hybrid circuits causes different
power-dissipation dependence on data distribution than fully
static master–slave structures.
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Fig. 26. Local clock power consumption.

Fig. 27. Single-ended structures,total powerrange versusdelay.

Differential latches based on differential cascode voltage
switch logic style suffer from uneven rise and fall times,
which can cause glitches and short-circuit power dissipation
in succeeding logic stages.

Yet, differential structures have the unique property of
differential signal amplification. Since dynamic power con-
sumption depends on the square of voltage swing, great power
savings can be made by reducing the voltage swing of the
signals in the circuit. In that case, the logic in the pipeline
operates with reduced voltage swing signals, and latches have
the role of signal amplifiers, i.e., swing recovery circuits [7].
Thus, the logic in the pipeline, and not the latches themselves,
is the party that saves power. The overall power dissipation
of such pipeline structures is decreased, but the latches them-
selves are not ideal low-power structures when tested solely.
This is why they appear to have a bad compromise between
power and delay in comparison with single-ended structures.

In high-performance systems, clock power consumption is
an important issue because of the portion that it takes from the
total power budget. Thelocal clock powerparameter illustrates
the clock load imposed by the latch. The amount of power
consumed for driving the clock inputs of each structure is
shown in Fig. 26.

Results presented in Figs. 27–30 clearly show that
the assumptions made regardingClk-Q as a relevant
performance indicator can be fairly misleading, especially
in the analysis of master–slave structures, which tend to
have positive setup times.

Fig. 28. Differential structures,total powerrange versusdelay.

Fig. 29. Single-ended structures,total powerrange versusClk-Q delay.

Fig. 30. Differential structures,total powerrange versusClk-Q delay.

This is illustrated in Fig. 29, where the PowerPC 603
master–slave latch becomes the “fastest,” the modified CMOS
master–slave latch becomes as “fast” as HLFF and DSTC, and
the SSTC master–slave latches become comparable to other
structures in terms of “speed.”

Figs. 31 and 32 illustrate the distribution of major pa-
rameters over the four chosen data patterns. The different
design styles exhibit different power and PDP distributions
depending on the specific features of the design. As mentioned
in Section II, four different data patterns reveal the sources of
power dissipation dominant in different design styles.

• ..010 101 01.. causes maximum switching activity in fully
static circuits and in static parts of semidynamic struc-
tures.

• A random sequence utilizing equal transition probability
gives the general estimate of average power dissipation,
given the uniform data distribution.
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Fig. 31. PDPtot dependence on data statistics.

Fig. 32. Internal power dependence on data patterns.

• ..111 111 11.. causes maximum switching activity in
precharge, dynamic parts of the semidynamic structures.

• ..000 000 00.. reveals the amount of leakage current power
consumption and the amount dissipated in local clock
processing, like in hybrid structures and modified CMOS
master–slave latches.

The example of SDFF in Fig. 32 shows that, depending on
the size of the precharge node capacitance, power consumption
can be bigger for the ..111 111.. sequence (zero data activity)
than for the ..010 101.. sequence (maximum data activity).
This is because the precharge node is charged and discharged
during the clock cycle only if data are high, which enables
the discharge. If data are low, no discharge will occur, the
high level of the precharged node will remain high, and it will
not be charged again in the precharge phase of the next clock
cycle.

Similarly, the differential dynamic nature of K-6 ETL
causes data-independent power dissipation because for any
data pattern, each of the sides in a differential tree is switching,
as are the corresponding output parts, since the outputs are
dynamic too.

Measurements ofinternal power consumption(especially
in the case of PowerPC 603 master–slave latch) show that
it can be far less thantotal power consumptiondue to the
large amount of power dissipated in driving the clock and
data inputs.

Modified C MOS master–slave latches and single-ended
hybrid structures (HLFF and SDFF) dissipate a large amount
of power in local clock processing (buffering) in order to
decrease the clock load seen from the clock tree. This is shown
in Fig. 32 for the ..000 000 00.. data pattern.

Similarly, precharge activity of the sense-amplifier stage in
the SA-F/F and StrongArm110 flip-flop can be determined
from internal power consumption for ..000 00.. and ..111 11..
data patterns.

V. CONCLUSION

For systems where high performance is of primary interest
within a certain power budget, hybrid, semidynamic designs
present a very good choice, given their negative setup time
and small internal delay.
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Fully static MS latches are suitable for low-power appli-
cations, where speed is not of primary importance. Among
different single-ended design styles, our work has stated two
as the most suitable for low-power applications: the low-
power pass-gate style used in PowerPC 603 and the low-power
modified C MOS style.

Among differential structures, SA-F/F and StrongArm flip-
flop offer the best compromise in terms of both power and
speed despite the speed bottleneck in the output stage. These
structures offer interface to the low swing logic families and
probably present the mainstream of future design styles.

The problem of consistency in analysis of various latch and
flip-flop designs was addressed. A set of consistent analysis
approaches and simulation conditions has been introduced. We
strongly feel that any research on latch and flip-flop design
techniques for high-performance systems should take these
parameters into account. The problems of the transistor width
optimization methods have also been described. Some hidden
weaknesses and potential dangers in terms of reliability of
previous timing parameters and optimization methods were
brought to light.
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