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Multi-Core Transition Accelerating

“We notified customers we're pulling in both
the desktop and server (launch) of the first inter
guad-core processors into the fourth quarter ( g
of this year from the first half of 2007”

“ The UltraSPARC T1 processor with CooIThreads %Sfﬁ@
technology is the highest-throughput and most
eco-responsible processor ever created.”

24 processor cores on a single-chip, which
means that each processor is able to run 24
simultaneous parallel threads”

“Azul has been able to pack an industry-leading A’

.
*Third party marks and brands are the property of their respective owners



What will we do with this Compute Power?

Recognition Synthesis

Emerging ‘Killer” Applications
The RMS Suite

Source : “Cool Codes for Hot Chips” Keynote by ‘ |ntel)

Justin Rattner, CTO, Intel, Aug. 2006



Tera-Scale Prototype
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Overview of Talk

Establish Importance of On-die Interconnects

Walk through Case Study of a router design

 Evaluate against Goals

e Conclusions



IRMS Data Size estimates
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* Data collected on
complete application
run on a hardware
cache emulator

intel.
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Private

Cache

Private
Cache

Shared Cache
Private
Cache
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AI:\ICCI) Sata l’ep"Cat'Or(;_ Possible data replication
ata ?033 overton— = primarily dirty blocks go over
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sharing exists in some of
the RMS kernels

Low On-Die b/w
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Need for Scalability

Bandwidth
Growth over
time

e Data grows
with cores

e Protocol
Data, 74% grows faster
than cores

e Error
growing due to
process

Bandwidth
Components



Need for Scalability

Bandwidth
Growth over
e Need
e Data grows scalable
with cores network
e Protocol
Data, 74% grows faster
than cores
= Error Network Parameters
growing due to Size 6X6 mesh
- rocess - -
Bandwidth P Link SlZlng 16B, >3Ghz
Traffic Classes |Request, response, data
ComponentS Data Block Size|64 Bytes
switching & Wormhole w/VC flow control
Flow Control
Error Control  Jend-to-end




Case Study of a Router




5-port Switch (overview)

Crossbar
16Bytes 5x5

Design/uArchitecture Goals:

* Reduce Crossbar area (and power)

» Reduce Buffer power

» Maximize throughput of network

Power Breakdown
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Double-pumped Crossbar
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Buffer Management
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Buffer Management

Fraction of Network Capacity
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Addition of Flit Buffers

Statically Assigned
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Buffer Management
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Switch Allocator

e Need to generate 4
requests per cycle

e Adapts to load conditions
using heuristic

Latency (cycles)

04 05 0.6
Load as fraction of capacity

Achieve High Throughput
@ manageable latency

Proprietary Switch Allocator

achieves high matching efficiency
(intel)



Pipeline Design

Switch
Arbitration
/« Request Set Ve N sufferRead | Crossbar /«
A Up A - /\ A Traversal &
Allocation
(spec.)

e 4-stage pipeline

e Buffer Read not in parallel with
Switch Arbitration

Crossbar traversal
sets the cycle time

intel)
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Pipeline Design

Switch
Arbitration
M RequSst Seth VC M Buffer Read M 'I(':rrec])\?:,rbsaaﬁ M
P Allocation
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- Choose Plpe“ne H Request Setn Crossbar H
frequency to /\ Up B Traversal [Q
Maximize Switching
rate

e Optimize for load
conditions




Power Challenges for ODI

Router + link
power

N ‘— 256KE
Compute ) Cache

Unit 64%

8 units of /
power
overhead
per unit of
bit
transferred

INnterconnect Power

Currently Exceeding

|
budget! itaD)
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Miscellaneous Issues

* Increased Soft Error and Process Variability impacts
design
— design to detect and/or correct errors (latency, bandwidth impact)
— routing for fault tolerance

* Clocking power is high (16%o)
With wide links cost of GALS approaches may be higher



Conclusions

e Scalable High Performance on-die interconnect would be
required in future CMPs

\We do achieve high network throughput
Many of the techniques are borrowed from previous
research

e But significant challenge is to fit within power and area

intel)
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