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Abstract

Efficient, scalable cache coherence is of great importance to
high-performance  CMPs. However, the widely-used
directory-based protocols face well-known problems in both
delay and scalability. To address this issue, we proposed in-
network cache coherence which demonstrates excellent,

In-network cache coherence protocols
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management within the on-chip network, which opens up in-
transit optimization opportunities. Our protocol demonstrates
good, scalable performance, with 27.2% and 41.2%
decreases in read and write latency on average for a 4-by-4
network, and 39.5% and 42.8% improvements for reads and
writes respectively for an 8-by-8 network for a range of
SPLASH-2 benchmarks. We see this work as the first step
of leveraging the network's inherent scalability to realize

tree links.

(a) New read request (Read1) (b) Second read request to the same line (Read2) (c) Write request to the same line (Write1) (d) Read request to a different line evicting Writel's tree
The central thesis of in-network cache coherence is the moving of coherence directories from the home directory nodes
into the network fabric. Virtual trees are maintained within the network in place of coherence directories to keep track of
sharers, one for each cache line. The virtual tree consists of one root node (R), all nodes that are currently sharing this line,
as well as the intermediate nodes between the root and the sharers thus maintaining the connectivity of the tree. The

nodes of the tree are connected by virtual links with each link between two nodes always pointing towards the root node.
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Each on-chip interconnect router is equipped with a virtual tree cache. Each entry of the

virtual tree cache forms one-hop connection of the virtual network. Tree cache access is

These virtual trees are stored in virtual tree caches at each router within the network. As reads and writes are routed the first router pipeline stage. It determines the destination of the shared data.

towards the home node, if they encounter a virtual tree in-transit, the virtual tree takes over as the routing function and

highly-scalable CMP architectures.

Introduction

steers read requests and write invalidates appropriately towards the sharers instead.
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