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Abstract: In the past, epidemics such as AIDS, measles, SARS, H1N1 influenza, and tuberculosis caused the death of millions of people around the world. In response, intensive research is evolving to design efficient drugs and vaccines. However, studies warn that new pandemics such as Coronavirus (COVID-19), variants, and even deadly pandemics can emerge in the future. The existing epidemic confinement approaches rely on a large amount of available data to determine policies. Such dependencies could cause an irreversible effect before proper strategies are developed. Furthermore, the existing approaches follow a one-size-fits-all control technique, which might not be effective. To overcome this, in this work, we develop a game-theory-inspired approach that considers societal and economic impacts and formulates epidemic control as a non-zero-sum game. Further, the proposed approach considers the demographic information that provides a tailored solution to each demography. We explore different strategies, including masking, social distancing, contact tracing, quarantining, partial-, and full-lockdowns and their combinations, and present demography-aware optimal solutions to confine a pandemic with minimal history information and optimal impact on the economy. To facilitate scalability, we propose a novel graph learning approach, which learns from the previously obtained COVID-19 game outputs and mobility rates of one state (region) depending on the other to produce an optimal solution. Our optimal solution is strategized to restrict the mobility between states based on the impact they are causing on COVID-19 spread. We aim to control the COVID-19 spread by more than 50% and model a dynamic solution that can be applied to different strains of COVID-19. Real-world demographic conditions specific to each state are created, and an optimal strategic solution is obtained to reduce the infection rate in each state by more than 50%.
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1. Introduction

The human race has adapted and reshaped in past decades with the emergence of deadly viruses such as AIDS, measles, SARS, Ebola, H1N1 influenza, and Tuberculosis [1]. These viruses kill millions of people and create permanent health issues for many others. Such epidemics and pandemics are not new to mankind, and they follow a pattern of spreading [2]. Such pandemic threats, especially in modern civilization where cities are well connected, come with an extremely high human and financial cost. According to the world health organization (WHO), ongoing SARS-2 COVID-19 is declared a pandemic and has infected over 249 million people and claimed more than five million lives around the globe as of 7 November 2021 and still increasing [3].

As a measure to confine the COVID-19 pandemic, many public health organizations and government officials, including the White House, have declared an emergency across the globe [4]. Measures include, but are not limited to, mandatory mask usage, lockdown, social distancing, limited travel across countries, vaccine mandates, and many more. Although these measures are being enforced across the globe, they are followed differently.
due to the different factors such as demography, population density and distribution (age, race, underlying medical conditions), availability of personal protection equipment (PPE) kits and masks, variants of COVID-19 in different regions, varied voluntariness by the people to abide by the measures [5].

The data available from previous pandemics such as HIV/AIDS, Cholera, and Plague, as well as COVID-19, plays a key role in devising an efficient confinement strategy. The past epidemics and the adopted measures indicate that the confinement measures followed by a country or a region may not be suitable or effective in another country or region due to the aforementioned factors [2]. Due to variable demographic factors, a one-size-fits-all approach does not have practical benefits. Moreover, often in providing a confinement strategy for a region, the impacts of neighboring regions on disease spread are not considered [2]. Furthermore, the practice of such techniques comes at different costs for the government and the public. Thus, the challenge of confining the pandemic along with the minimal impact on the economy is a non-trivial challenge. Although the works such as [6] focus on the importance of the demography-based confinement strategy for the COVID-19 epidemic, they do not propose how to confine the spread while utilizing minimum resources.

To address this challenge, a game-theoretic optimization solution is proposed in this work. In recent times, game-based solutions have gained much credibility among researchers in solving epidemic spread problems [7,8] and financial decision-making scenarios [9,10]. Game theory perfectly captures the real-world scenario of disease spread and control policies in terms of masking, vaccinations, or other measures. These inspire the players of the game, the attacker, and the defender. The defender (Government) prioritizes controlling the attacker (COVID-19 virus) to decrease its losses (death of the infected and loss in economy). An attacker being a virus, works with its natural phenomena, that is, increasing its infection spread which can be termed as attacker’s gain. Game theory can be modeled to identify the best outcome of this social situation with different control strategies involved. Thus, we propose a demography-aware confinement strategy using a game theory that considers the demographic information such as population distribution, intra-, and inter-state mobility, under the economic and public-health constraints.

Furthermore, with the new variants of COVID-19, the confinement strategy needs to be dynamic to combat the spread of COVID-19 effectively. Though works such as [11], analyze the spread patterns of newer COVID-19 variants, the need for a model to be adaptable to different variants is necessary. By considering the dynamic infection rate and other epidemic traits; we build our confinement model so that it is easily applicable to variants of COVID-19 and produces a suitable optimal solution. For this purpose, we extend our previous game theory-based COVID-19 confinement strategy proposed in [12], by considering the external factors such as the in-flow and out-flow of people from the individual demographics into the Susceptible-Exposed-Infected-Recovered-Vaccinated-Dead (SEIRV/D) [13,14] model.

Despite being efficient, the game theory-based approaches [12] are limited to a smaller-scale, i.e., few tens of nodes (demographics). To apply game theory on a large scale, suppose each state of the United States would be a hugely time-consuming task. It is challenging to build a system containing demographic information of each state coupled with the ever-changing COVID-19 mutations and restrictions. All this data must be collected, nodes should be created (containing demographic information of each state), and these nodes must be interconnected to mimic the real-world scenario. To make this plausible, we employ graph-learning [15]. Graph learning makes it possible to create nodes of each state containing specific demographic information and a graph database. The nodes are connected based on the mobility rates, replicating the real-world conditions. The graph Learning algorithm is built to identify the high impact connection from the graph and alter it. The mobility between states is restricted by altering the connections, affecting the COVID-19 spread. Thus, we propose to introduce a demography- and mobility-aware COVID-19 infection confinement policy-making system which will be able to decrease the infection rate of each state by more than 50%.
The cardinal contributions of this work can be outlined in a three-fold manner as follows:

- Propose a demographic-aware game-theory-based solution for COVID-19 confinement.
- Replicate real-world inter-and intra-state public transit mobility information and utilize it for the confinement of COVID-19 and its variants.

Our contributions in this paper include building a COVID-19 confinement model with the help of the epidemic modeling technique, game theory, and graph theory; capturing the demographic information of each state and analyzing these factors to understand which ones are influencing the rapid COVID-19 spread and restricting them; and giving a dynamic confinement model which can be easily adapted to different variations of COVID-19 for producing suitable optimal solutions.

The rest of the paper is organized as follows: Section 2 describes the related work and its shortcomings and comparison with the proposed model. Section 3 describes the proposed architecture. The experimental evaluations of the proposed model are illustrated in Section 4 followed by the limitations of the proposed technique described in Section 5. The conclusions drawn from the proposed technique are explained in Section 6.

2. Related Work

In this section, we present some of the related works on epidemic modeling and confinement. To confine an epidemic, it is imperative to understand the spread of the virus. As such, modeling the spread of a novel virus is crucial to devising a confinement strategy. We first review the epidemic-spreading models, followed by the confinement strategies.

There have been several epidemic models proposed in the literature for infectious diseases. Some well-studied models fall under the compartmental modeling techniques [16,17] where the population falls under certain compartments such as Susceptible (S), Infectious (I), or Recovered (R) [18]. In agent-based modeling, there are a group of agents present, and the interactions among those agents are simulated to predict the dynamics of the disease [19].

The SIS and SIR are the two most studied and applied compartmental models for an epidemic disease where the models have two common population compartments; namely, the Susceptible group and the Infected (I) group [20]. In the Susceptible-Infected-Susceptible (SIS) model, the population is divided into a Susceptible group and an Infected group. A susceptible individual can be infected with some probability, whereas the infected individual can be brought back to the susceptible status. The Susceptible-Infected-Recovered (SIR) model has only one difference from the SIS model: the Recovered status. In the SIR model, a person becomes infected, then he/she becomes immune to the virus after a long time. Whereas, in the SIS model, one Infected individual can be Infected again.

The SEIR is another popular model with one additional status: the “E” status. Here, an individual becomes Exposed before being Infectious, meaning that the individual is not infecting other individuals but rather exposed to the virus [21,22]. To portray a particular infectious disease, some additional intermediate statuses better capture the dynamics of the epidemics. Another compartmental model, named SEIRD, has five different statuses. This model has one additional status to the SEIR model: the Died (D) status. Unlike the SEIR model, which groups the recovered and the dead individual as one status, i.e., Recovered status, this SEIRD model treats the Recovered and the dead individuals as two different statuses. The SIR and SEIRD and a variety of other compartmental models have been extensively applied to model the novel COVID-19 outbreak [12]. Works in [23,24] propose an agent-based model where there exist some agents such as demography-specific age-groups and their household, way of living, health care facilities, and the outcome of being infected to the disease for forecasting the spread pattern of the novel COVID-19 pandemic.
Several works have reported on the effectiveness of the COVID-19 control strategies and critical model parameters involved in COVID-19 spread [25]. In [17,26], the authors discuss the effectiveness of quarantine, lockdown and isolation using the traditional Susceptible-Exposed-Infected-Recovered (SEIR) model. Authors propose a neural network-inspired SIR model that learns how to increase the quarantine control strength, which lowers the infection rate in [27]. Work in [28] proposes an age-structured SEIR model and simulates the model for several physical distancing parameters. Their simulation results show that physical distancing is a practical solution to lowering the infection curve.

An improved SEIR model is used in [29] with a combination of genetic algorithms to build a model that can predict the COVID-19 trend. In [30], a modified SEIR model is developed that proposes different confinement strategies such as horizontal and vertical lockdown strategies to confine the COVID-19 pandemic and report their impacts on (a) number of hospitalizations, (b) the number of ICU beds, and (c) the number of fatalities. Their model was evaluated on the population of Brazil only. They divided the population into nine age groups and observed the impact of quarantining different age groups for some time. They concluded that quarantining each age group has a different impact on the resources and suggested that authorities should consider additional actions in addition to the age-based confinement strategy.

Similar work has been reported in [31]. Works such as [6] focus on the importance of the demography-based confinement strategy for the COVID-19 epidemic; they do not propose how to confine the spread while utilizing minimum resources.

Table 1 discusses the state-of-the-art epidemic confinement techniques. These techniques consider a variety of factors in developing control policies for disease spread. Factors such as economic concerns, economic costs, and the population are observed to be effective in formulating control strategies. As shown in Table 1, they use many efficient methods such as genetic algorithms [32], stochastic search strategy, graph theory [33], and compartmental modeling techniques [11,17]. They also use policies such as physical distancing, quarantining, shield immunity, and contact tracing, in modeling their techniques [28,30]. The main drawback with these techniques is that they use the same policies for the whole country, imposing the “one-size-fits-all” notion. However, a localized technique that considers demographic factors at a state level would be more effective in controlling the disease. Furthermore, most of these techniques don’t consider the demographic and mobility changes in each state or behavioral changes of people which impact the disease spread.

The proposed technique works to address the challenges in the existing techniques. By introducing a demographic-aware game-theory [12] technique, we were able to obtain a suitable control policy for each state and vary it with time to optimize the infection spread. To factor in the impact of external factors in formulating its disease control policies, we consider the demographic and mobility factors of each state. A game-theoretic optimization solution is proposed in [12], where we considered the Susceptible-Exposed-Infected-Recovered-Dead (SEIRD) model [34,35] to predict the COVID-19 epidemic spread [36] and applied a novel non-zero-sum game theory to analyze the impact on the epidemic spread and the economy under different strategies for different demographics. Although [12] produced results reducing the infection rate in all the states of the US on individual demographics, it does not consider the inter-dependencies between the states. That is, it does not factor in the effect induced on one state from other states. It is essential to consider the inter-dependency factor because factors such as mobility from one state to another can be the root of causing the COVID-19 spread.
### Table 1. State-of-the-art techniques to model COVID-19 control strategies.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Method</th>
<th>Policies</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>[17]</td>
<td>Neural network-inspired SIR model</td>
<td>Quarantine control strength</td>
<td>In this work, the authors discuss the effectiveness of quarantine and isolation using the traditional Susceptible-Exposed-Infected-Recovered (SEIR) model. The authors propose a neural network-inspired SIR model that learns how to increase the quarantine control strength, which leads to a lower infection rate.</td>
</tr>
<tr>
<td>[30]</td>
<td>SEIR</td>
<td>Lockdown strategies</td>
<td>This paper, proposes a modified SEIR model that proposes different confinement strategies such as horizontal and vertical lockdown strategies to confine the COVID-19 pandemic and report their impacts on (a) number of hospitalizations, (b) number of ICU beds, and (c) the number of fatalities.</td>
</tr>
<tr>
<td>[28]</td>
<td>SEIR</td>
<td>Physical distancing</td>
<td>Authors propose an age-structured SEIR model and simulate the model for several physical distancing parameters. Their simulation results show that physical distancing is a practical solution to lower the infection curve.</td>
</tr>
<tr>
<td>[37]</td>
<td>Compartmental epidemiological models, game theory</td>
<td>Lockdown, shield immunity</td>
<td>This paper compares the COVID-19 spread patterns in the case of shield immunity where no measures are taken against COVID-19 and when certain measures are taken against it. They access the effectiveness of policies employed based on the costs they paid to mitigate the infection spread.</td>
</tr>
<tr>
<td>[38]</td>
<td>Optimization-based framework, compartmental models, optimal control strategy</td>
<td>Social distancing, quarantining, strict social distancing</td>
<td>In this paper, the authors introduce an optimization-based decision-making framework to control COVID-19 in the united states. They observe the infection curves in the compartmental model and use dynamic optimization strategies to decrease the curves. They model various cases in which quarantine and social distancing are effective in decreasing the infection curve.</td>
</tr>
<tr>
<td>[39]</td>
<td>Bluetooth-enabled personal area network (PAN), probabilistic linear model, Levenberg-Marquardt</td>
<td>Social Distance</td>
<td>This paper proposes a risk-aware physical distancing system that helps individuals to maintain a safe distance from others as a control policy against COVID-19 or other pandemics. They use Bluetooth PAN data to analyze the proposed technique and estimate that the proposed technique dramatically decreases the risk factor of individuals and ensures private safety.</td>
</tr>
<tr>
<td>[40]</td>
<td>Optimal control analysis, Pontryagin’s maximum</td>
<td>Quarantine, isolation, public education</td>
<td>In this paper, the authors study the effects of various COVID-19 control policies such as quarantine, isolation, and public education as time-dependent using mathematical modeling and optimal control approach. They observe that the time-dependent interventions reduce the number of individuals exposed and infected by the disease.</td>
</tr>
<tr>
<td>[41]</td>
<td>Game theory</td>
<td>Social distancing</td>
<td>In this paper, the authors introduce a mathematical optimization problem for controlling the COVID-19 outbreak, intending to motivate individuals to consider social distance and isolation policies. Through their extensive analysis, they prove that the game has a Nash Equilibrium and that a lockdown policy is best to control the spread. They also analyze the time to estimate how long a country can sustain the lockdowns.</td>
</tr>
<tr>
<td>[12]</td>
<td>Game Theory, epidemic modeling, demographic knowledge</td>
<td>Masking, social distancing, contact tracing</td>
<td>In our previous work, we consider a Susceptible-Exposed-Infected-Recovered-Dead (SEIRD) model to predict the COVID-19 epidemic spread and applied a novel non-zero-sum game theory to analyze the impact of the epidemic spread and the economy under different strategies for different demographics. Results depict that this technique reduces the infection rate in all the states of the US on individual demographics.</td>
</tr>
<tr>
<td>Paper</td>
<td>Method</td>
<td>Policies</td>
<td>Description</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------------------------------------------</td>
<td>----------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>[33]</td>
<td>Graph Theory</td>
<td>Disease spread analysis</td>
<td>The authors observe the COVID-19 spread in Italy using a three-way decision to evaluate critical regions based on Graph Theory. They use a centrality graph algorithm to account for which region is critical for disease spread.</td>
</tr>
<tr>
<td>[32]</td>
<td>SEIR, genetic algorithm, stochastic search strategy</td>
<td>Quarantine, Contact Tracing, Isolation, Treatment</td>
<td>In this paper, the authors investigate the COVID-19 spread model and the optimal control policies. To design the optimal strategies, in this work authors propose a multi-objective genetic algorithm. Their analysis shows that considering the disease spread as an optimization problem, would be an innovative solution to model effective control strategies.</td>
</tr>
</tbody>
</table>
Graph learning is becoming essential to providing solutions for these kinds of substantial inter-linked data [42]. In [33], the authors observe the cause of COVID-19 spread in Italy using a three-way decision to evaluate critical regions based on Graph Theory. They use a centrality graph algorithm to identify which region is critical for disease spread. They introduce methods to decrease the centrality effect of that particular region by a uniform decrease in centrality values and accounting for the mobility changes due to the centrality. They estimate the centrality of each region to make decisions at the national level to decrease the spread but do not produce any solution to do so. They also do not consider the demographic information at the state level in formulating their estimations.

To consider the effects of inter-state demographics on COVID-19 spread, we formulate a new solution using a graph algorithm. So, rather than only producing estimations of which state is critical in the spread, we try to produce solutions that can control the spread with optimal strategies specific to each state. We produce strategic solutions like masking, social distancing, or contact tracing based on the demographics of each state. We also produce a restricted mobility solution specific to each state by restricting each state’s incoming and outgoing mobility rates. As COVID-19 mutates, we induce different cases, which help us understand COVID-19 spread even with differing spread patterns.

3. Proposed Graph Algorithm-Based COVID-19 Confinement

The proposed technique mimics the real-world dependencies for COVID-19 confinement. The process includes considering the demographic factors of specific locations impacting the COVID-19 spread.

The demographic factors such as population, facilities, public willingness to vaccination, isolation, and socio-economic factors vary from state to state. These factors would impact the COVID-19 spread from state to state. Based on this information, a COVID-19 game is built to control the infection rates of different states in the US. However, the demographic factors do not consider the mobility between states which creates interdependencies between states for COVID-19 spread. To include the individual location’s demographics and the dependencies between locations, we propose the Graph-Learning based iterative technique in modeling a solution for COVID-19 spread.

The proposed solution is a three-step iterative process as shown in Figure 1 containing: (1) a COVID-19 game based on game theory; (2) creating a graph database; and (3) a graph algorithm. Different colors in the figure distinguishes the various step. The technique starts with a COVID-19 game, constructed based on game theory. The game contains two players: the attacker, and the defender. The attacker is the COVID-19, whose intention is to spread the disease, and the defender is the government, trying to decrease the virus spread. Players come up with specific strategies to escalate their chance of winning. Based on the player’s strategies, the SEIRV/D epidemic model (considered in this work) is altered, and the disease spread is observed. An optimal solution is chosen based on the cost functions. The optimal solution is a control strategy to obtain a low-infection rate, limiting the virus spread with minimal cost.
3.1. Overview of the Proposed Solution

Further, to create inter-dependencies, we take each state’s demographic factors and game theory strategic solution to create nodes representing each state, as shown in step 2 of Figure 1. These nodes are connected using mobility information, to form a graph database. A graph learning algorithm is developed to identify the high impacting connection in virus spread. In this work, graph learning refers to learning the mobility and infection rates from the graph (demographic topology) and the ability to formulate a control solution from them. The high impacting connections are removed, and each state’s infection rates are updated and given as input to the COVID-19 game theory. The process occurs iteratively, between game theory-based confinement and graph learning algorithm until the virus spread is confined up to 50%.

The connection between states is completely broken with the stay-at-home [43] and quarantine [44] orders where people are not allowed to cross their states or provinces. However, in a real-world scenario, the connection between states may not be completely broken, for such cases, the proposed technique has a mobility factor, where 0 indicates a strict travel ban, whereas 1 indicates no travel restrictions and the intermediate values (0–1) indicate looser restrictions, i.e., the weight of the edges is modified in our technique to restrict the mobility, if not completely broken for better confinement of the disease.

At the end of the solution, each state gets assigned a control strategy that best fits them, based on the demographic conditions. The control strategy is the optimal solution to the proposed technique, which can decrease the disease spread, i.e., the infection rate 50% under limited cost, is considered to be the optimal strategy in confining the disease.

3.2. Modeling of SARS-2 COVID-19 Epidemic

As outlined in the overview, we proposed a compartmental SEIRV/D model [13] to analyze the spread of the SARS-2 COVID-19 disease. SEIRV/D is widely used to model infectious diseases [13] mathematically. We employ this model based on the fact that COVID-19 has an incubation period, i.e., a person who is exposed might not be infected immediately, and a person who is recovered from the disease can be reinfected, COVID-19 may also lead to the death of an infected person. The only case a person can be prevented
from being re-infected by the COVID-19 infection is to get vaccinated. Hence, the SEIRV/D model is considered in this work, in contrast to the SEIR or SIR models.

In SEIRV/D, S represents the number of susceptible people, E represents the number of people who are exposed, I represents the number of people infected, R represents the number of people recovered from the disease, V is the number of people who are vaccinated against the disease and D represents the number of people dead by the disease.

As represented in Figure 2, at the beginning of the disease, the whole population is Susceptible (S) to the disease, then a certain fraction of people get Exposed (E) to the disease. The infection has an incubation period, in which, from the exposed population, a certain fraction of people will be Infected (I) by the disease. Among the infected people, a certain fraction of people will be Recovered (R) but can get reinfected, and a certain fraction of the infected will be Dead (D). In each time instance, a certain fraction of people are Vaccinated (V), who are assumed to be excluded from the epidemic spread.

\[
S'(t) = \frac{dS}{dt} = \Lambda N(t) - \alpha S(t)I(t) + \sigma R(t) - \theta_1 S(t), \quad (1)
\]

\[
E'(t) = \frac{dE}{dt} = \alpha S(t)I(t) - \beta E(t), \quad (2)
\]

\[
I'(t) = \frac{dI}{dt} = \beta E(t) - \gamma I(t) - \delta I(t), \quad (3)
\]

\[
R'(t) = \frac{dR}{dt} = \gamma I(t) - \sigma R(t) - \theta_2 R(t), \quad (4)
\]

\[
V'(t) = \frac{dV}{dt} = \theta_1 S(t) + \theta_2 R(t), \quad (5)
\]

\[
D'(t) = \frac{dD}{dt} = \delta I(t), \quad (6)
\]

![Figure 2. Status Diagram of elements in the SEIRV/D Epidemic Modeling Technique.](image)

At any given point of time the total population can be divided into \(S(t), E(t), I(t), R(t), V(t)\) and \(D(t)\) elements. So the total population \(N(t)\) of any effected area, can be represented as sum of all these factors.

\[
N(t) = S(t) + E(t) + I(t) + R(t) + V(t) + D(t), \quad (7)
\]
In the above equations, $N$ is the total population, $\wedge$ is the susceptible rate of the population to the disease, $\alpha$ represents the population exposure rate to the disease, $\beta$ is the transmission rate of the disease, $\gamma$ is the recovery rate of the infected population, $\delta$ represents the mortality rate of the infected population, $\theta_1$ represents the rate of people vaccinated against the disease who are in the susceptible status. Moreover, $\theta_2$ represents the rate of people vaccinated against the disease and in the recovered status. The explanation of these symbols are also provided in Tables 2 and 3.

Thus, the population is divided into the above-mentioned compartments and the people are progressed between the compartments in the SEIRV/D order, as shown in Figure 2.

Table 2. Description of the symbols used.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$</td>
<td>Total time where an infection is active</td>
</tr>
<tr>
<td>$N(t)$</td>
<td>Total population of a state</td>
</tr>
<tr>
<td>$S(t)$</td>
<td>Number of people susceptible to a disease</td>
</tr>
<tr>
<td>$E(t)$</td>
<td>Number of people exposed to a disease</td>
</tr>
<tr>
<td>$I(t)$</td>
<td>Number of people infected by a disease</td>
</tr>
<tr>
<td>$R(t)$</td>
<td>Number of people recovered by a disease</td>
</tr>
<tr>
<td>$V(t)$</td>
<td>Number of people vaccinated against disease</td>
</tr>
<tr>
<td>$D(t)$</td>
<td>Number of people dead due to the disease</td>
</tr>
<tr>
<td>$\wedge$</td>
<td>Susceptible rate of the population to the disease</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Exposure rate of the population to the disease</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Transmission rate of the population to the disease</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Recovery rate of the population to the disease</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Mortality rate of the population to the disease</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Vaccination rate of the population to the disease</td>
</tr>
</tbody>
</table>

Table 3. Description of the symbols used.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{RI}$</td>
<td>Cost function of attacker’s reduced incubation</td>
</tr>
<tr>
<td>$C_E$</td>
<td>Cost function of attacker’s evolution strategy</td>
</tr>
<tr>
<td>$C_{RED}$</td>
<td>Cost function of attacker’s red zones strategy</td>
</tr>
<tr>
<td>$C_M$</td>
<td>Cost function of defender’s masking strategy</td>
</tr>
<tr>
<td>$C_{CT}$</td>
<td>Cost function of defender’s contact tracing strategy</td>
</tr>
<tr>
<td>$C_{SD}$</td>
<td>Cost function of defender’s social distancing strategy</td>
</tr>
<tr>
<td>$A_{RI}$</td>
<td>Attacker cost to enforce reduced incubation per person</td>
</tr>
<tr>
<td>$A_E$</td>
<td>Attacker cost to enforce evolution per person</td>
</tr>
<tr>
<td>$A_{RZ}$</td>
<td>Attacker cost to enforce red zones per person</td>
</tr>
<tr>
<td>$D_M$</td>
<td>Defender cost to enforce masking per person</td>
</tr>
<tr>
<td>$D_{MM}$</td>
<td>Defender cost to enforce mandatory masking per person</td>
</tr>
<tr>
<td>$D_{CT}$</td>
<td>Defender cost to enforce contact tracing per person</td>
</tr>
<tr>
<td>$D_{SD}$</td>
<td>Defender cost to enforce social distancing per person</td>
</tr>
<tr>
<td>$D_{SSD}$</td>
<td>Defender cost to enforce strict social distancing per person</td>
</tr>
<tr>
<td>$\tau_M$</td>
<td>Total rate of enforcement of the masking strategy</td>
</tr>
<tr>
<td>$\tau_{CT}$</td>
<td>Total rate of enforcement of the contact tracing strategy</td>
</tr>
<tr>
<td>$\tau_{SD}$</td>
<td>Total rate of enforcement of the social distancing strategy</td>
</tr>
<tr>
<td>$P_D$</td>
<td>Total defender payoff</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Demographic factor</td>
</tr>
</tbody>
</table>

3.3. COVID-19 Confinement with Game Theory

Game Theory is the process of modeling the strategic changes between two or more players. That is building-specific strategies for the players and cost functions for each player to enforce the strategy. The players in the gameplay as opponents, known as attackers and defenders, and each trying to win the game. The attacker tries to maximize their gain with minimal attacker cost, while the defender tries to maximize their gain and minimize
their defender cost. Each player formulates certain strategies, supporting their chance of winning. By measuring the impact of the strategies and their costs, game theory produces the game’s outcome.

We consider two players for the COVID-19 game, an attacker and a defender. The attacker tries to increase the number of people infected by the disease, and the defender tries to decrease the number of people infected by the disease. Usually, one player’s gain would be another player’s loss, and there will be a Nash Equilibrium attained by the gain, which will be equal to zero. However, with the COVID-19 game, Nash equilibrium can not be achieved, that is, the attacker’s gain will usually be higher than the defender’s loss. This is because the defender cannot recover the infected people at the same rate as the attacker infects them. So this game is a Non-Zero Sum game. Figure 3 shows the workflow of our proposed game-theoretic framework for COVID-19 confinement.

The Table 4, represents the attacker’s and defender’s strategies used in the COVID-19 game.

<table>
<thead>
<tr>
<th>Attackers Strategies</th>
<th>Defender Strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduced Incubation</td>
<td>Masking</td>
</tr>
<tr>
<td>Mutations</td>
<td>Contact Tracing</td>
</tr>
<tr>
<td>Red Zones</td>
<td>Social Distancing</td>
</tr>
</tbody>
</table>

The attacker’s enforced strategies try to speed up the infection rate, such as reduced incubation, mutation of the virus, and creating red zones. A reduced incubation strategy decreases the virus’s incubation period, and thereby, the exposed person can transmit the virus immediately. Evolution or mutations of the virus make the traditional defense strategies (including vaccines in some scenarios) less effective and force the defender to employ more costly techniques. Red Zones are certain areas such as malls, gyms, movie theatres, recreational centers, and clubs where there will be more people in a close space, so the attacker has the chance to infect more people. To enforce these techniques the attacker needs to pay a certain cost. Thus, the payoff for each attacker strategy is defined as follows:

\[ C_{RI} = [S(t) + R(t)] \cdot A_{RI}; C_E = [S(t) + R(t)] \cdot A_E, \]  
\[ C_{RED} = [S(t) + R(t)] \cdot A_{RZ}, \]

In the above equations, \( S(t) \) is the number of people susceptible to the disease; \( I(t) \) is the number of people infected with the disease; \( A_{RI} \) represents the attacker’s cost of reduced incubation; \( A_E \) represents the attacker’s cost of evolution; \( A_{RZ} \) represents the attacker’s cost of red zones; and \( C_{RI}, C_E, C_{RED} \) represent the cost functions of reduced incubation, evolution, and red zone attacker strategies, respectively.

The defender’s strategies are targeted to decrease the infection rate, to minimize the number of people infected. The defender’s strategies are masking, social distancing, and
contact tracing. With the masking technique, the susceptible people are advised to follow masking, and people who are infected will be masked mandatorily; with this, the spread of infection can be controlled. In the social distancing strategy, the susceptible people are advised to follow social distancing, and those who are infected will be asked to follow strict social distancing. In the contact tracing strategy, the infected people and the people they met after being infected are traced and isolated. The costs associated with each of these strategies are modeled as follows:

\begin{align}
C_M &= D_{MM} \cdot I(t) + D_M \cdot S(t) ;
C_{CT} &= D_{CT} \cdot I(t), \\
C_{SD} &= D_{SSD} \cdot I(t) + D_{SD} \cdot S(t),
\end{align}

In the above equations, \( S(t) \) is the number of people susceptible to the disease in the above equations; \( I(t) \) is the number of people infected with the disease; \( D_{MM} \) represents the cost of mandatory masking; \( D_M \) represents the defender cost of masking; \( C_{SSD} \) represents the cost of strict social distancing; \( C_{SD} \) represents the cost of social distancing; \( D_{CT} \) represent the cost of contact tracing; and \( C_M, C_{SD}, C_{CT} \) represent the cost functions of masking, social distancing, and contact tracing strategies, respectively. The total defender payoff can be defined as follows:

\[ P_D = r_m \cdot C_M + r_{sd} \cdot C_{SD} + r_{ct} \cdot C_{CT}, \]

where \( r_m \) represents the percentage of strategy masking being enforced; \( C_M \) represents the masking strategy cost; \( r_{sd} \) represents the percentage of strategy social distancing being enforced; \( C_{SD} \) represents the social distancing strategy cost; \( r_{ct} \) represents the percentage of strategy contact tracing being enforced; and \( C_{CT} \) represents the contact tracing strategy cost.

In this work, the defender is the government or public health agencies that try to control the spread of COVID-19. Thus, the defender (government) allocates this budget based on total funds available for different activities to curb the pandemic, such as costs for paying front-line workers, testing, vaccination, building hospitals, boosting facilities during the pandemic, and providing PPE kits. We assume that the total defender’s payoff is less than the allocated defender budget to minimize the economic impacts. However, the maximum cost defender can pay for enforcing the strategies is equal to the maximum amount available in the budget.

### 3.4. Optimal Strategy for COVID-19 Using Game Theory

We build an attacker-defender game, enforce different strategies, and observe the COVID-19 spread pattern using the SEIRV/D epidemic model. To be specific to the state, we consider demographic information of each state such as population, public awareness, socio-economic factors, economic costs, and willingness to vaccination. These factors would impact the COVID-19 spread from state to state. We consider all these factors in formulating a new term \( \lambda \), the demographic factor. \( \lambda \) is defined as follows:

\[ \lambda = x \cdot F_1 + y \cdot F_2 + z \cdot F_3 + \cdots, \]

In Equation (13), \( \lambda \) is the demographic factor which is the sum of factors \( F_1, F_2, F_3, \) that vary from state to state and must be considered to observe their effect in COVID-19 spread. \( x, y, \) and \( z \) are the rates of each of these factors’ impact. We assume that \( x + y + z + \cdots = 1 \). Demographic factors such as economic costs, socio-economic factors of the state, and medical infrastructure available of each state are considered to handle an epidemic.

We redefine the equation of the number of people infected \( I(t) \) from the SEIRV/D epidemic model by adding the demographic factor \( \lambda \). \( I(t) \) is updated because demographic factors such as economic costs, medical infrastructure, etc, can influence the disease spread. All the other factors \( S(t), E(t), R(t), V(t), \) and \( D(t) \) are dependent on \( I(t) \). So, by changing \( I(t) \), we are indirectly changing other epidemic modeling terms. The redefined \( I(t) \) in terms of \( \lambda \) is shown in the following equation.
\[ I'_x(t) = \frac{dI}{dt} = (\beta + \lambda) \cdot E(t) - \gamma \cdot I(t), \tag{14} \]

In Equation (14), \( \alpha \) is the transmission rate of the disease, \( \lambda \) is the demographic factor of each state, and \( \beta \) is the recovery rate of the people infected by the disease.

The epidemic SEIRV/D model is dependent on variables such as, \( \wedge, \alpha, \beta, \gamma, \delta \) and \( \lambda \). Nevertheless, the optimal solution for the game is modeled based on SEIRV/D variations, so the COVID-19 game can be defined as follows:

\[ G_C = \text{GT}(\wedge, \alpha, \beta, \gamma, \delta, \lambda), \tag{15} \]

To obtain an optimal control strategy from the COVID-19 game, the following steps must be followed as shown in Algorithm 1. The inputs to the game are COVID-19 spread factors such as \( \wedge, \alpha, \beta, \gamma, \delta \) and the demographic factor \( \lambda \). The COVID-19 spread is observed at different time instances by varying \( \wedge, \alpha, \beta, \gamma, \delta \) and the impact they create on S, E, I, R, V, and D terms. At each time interval, the infection is tried to confine by using certain defender strategies. The impact of each strategy is estimated in terms of, the amount of decrease in the infection rate they can achieve and how much they cost. After comparing these factors of each defender strategy, a strategy that can achieve the least infection rate at a minimum cost is considered as game theory optimal control policy and assigned to the state.

**Algorithm 1 Optimal Game Theory Strategy.**

```
1: Input: Susceptible rate (\( \alpha \)), Infection rate (\( \beta \)), Recovery rate (\( \gamma \)), mortality rate \( \delta \), demographic impact factor \( \lambda \), Budget \( B \)
2: define \( \text{GT}(\wedge, \alpha, \beta, \gamma, \delta, \lambda) \):
3: for \( t \leftarrow \text{values} \) do
4:   \( s \leftarrow S'(t) \)
5:   \( e \leftarrow E'(t) \)
6:   \( i \leftarrow I'_x(t) \)
7:   \( r \leftarrow R'(t) \)
8:   \( v \leftarrow V'(t) \)
9:   \( d \leftarrow D'(t) \)
10: \( m = r_m \cdot C_M \)
11: \( ct = r_{CT} \cdot C_{CT} \)
12: \( sd = r_{SD} \cdot C_{SD} \)
13: if \( m \) or ct or sd > B
14:   break
15: end else
16: \( s_c = \text{min}(m \oplus I_M, ct \oplus I_{CT}, sd \oplus I_{SD}) \)
17: \( i_c = s_c \cdot I_x \)
18: end if
19: end for
20: \( G_C = \{i_c, s_c\} \)
21: return \( G_C \)
22: Output: \( G_C \)
```

Algorithm 1 represents the workflow of the COVID-19 game using game theory. \( \text{GT}(\wedge, \alpha, \beta, \gamma, \delta, \lambda) \) represents the game theory function and \( \wedge, \alpha, \beta, \gamma, \delta, \lambda \) are inputs to the game. Where \( \wedge \) is the susceptible rate of the population to the disease, \( \alpha \) represents the population exposure rate to the disease, \( \beta \) is the transmission rate of the disease, \( \gamma \) is the recovery rate of the infected population, and \( \delta \) represents the mortality rate of the infected population.
For different time instances $t$, the disease spread is observed. So, in Algorithm 1, the time $t$ is in a for loop. The variables $S'(t)$, $E'(t)$, $I'(t)$, $R'(t)$, $V'(t)$ and $D'(t)$ are updated over different time values (instances). The updated variables are stored in susceptible $s$, exposed $e$, infected $i$, recovered $r$, vaccinated $v$, and dead $d$ terms. Our goal is to make the defender win by selecting a defender strategy that can control the COVID-19 infection rate. All the defender strategies are analyzed to determine which can decrease the COVID-19 patterns. So for the ever-changing disease, we cannot formulate a single solution and use varied demographic and infection conditions.

Variables are iterated using loop and given as input to the game theory function $\lambda$. We even vary game input variables such as $\lambda$ and give them as input to the COVID-19 game. Moreover, for social distancing $sd$, the total cost is defined as the percentage of social distancing $r_{sd}$ times the cost of social distancing $C_{SD}$. The cost functions $C_M$, $C_{CT}$ and $C_{SD}$ are taken from Equations (10) and (11).

The budget $B$ is the total defender budget. All the strategies should abide by this budget to play the COVID-19 game. If the defender strategy cost is more than the budget $B$, the COVID-19 game will be terminated. If the defender strategies fall under the budget $B$, the COVID-19 game is played to obtained the confined infection rate $i$ and the optimal control strategy $s_e$ specific to each demography.

The function $\min(m \oplus I_M, ct \oplus I_{CT}, sd \oplus I_{SD})$ accesses each defender strategy and produces an optimal control strategy as an output to the game. Where, $m \oplus I_M$ is a function of the masking strategy $m$ and its controlled infection number $I_M$. The $ct \oplus I_{CT}$ is a function of the contract tracing strategy $ct$, and its controlled infection number $I_{CT}$. The $sd \oplus I_{SD}$ is a function of social distancing strategy $sd$, and its controlled infection number $I_{SD}$. The selected control strategy and corresponding confined infection rate are given as outputs to the COVID-19 game $G_C$. The selected control strategy is stored in variable $s_e$ and its corresponding confined infection rate is stored in the variable $i_e$.

We currently have many variations of COVID-19; the disease is mutating with spread patterns. So for the ever-changing disease, we cannot formulate a single solution and use it for variations. We need a dynamic solution, which is adaptable to different COVID-19 mutations. To study if our model produces a suitable solution for COVID-19 variants, we vary the game’s input parameters and observe the game’s output effectiveness. So we vary game input variables such as $\wedge, \alpha, \beta, \gamma, \delta$, and $\lambda$ with three different values for each variable, considered as best-case scenario to worst-case scenario. We even vary $\lambda$ because there could be changes in the demographic conditions.

As shown in Algorithm 2, three different values are considered for each of the following variables, susceptible rate $\wedge_1$, $\wedge_2$, $\wedge_3$, disease exposure rate $\alpha_1$, $\alpha_2$, $\alpha_3$, transmission rate $\beta_1$, $\beta_2$, $\beta_3$, recovery rate $\gamma_1$, $\gamma_2$, $\gamma_3$, mortality rate $\delta_1$, $\delta_2$, $\delta_3$ and factors that represent demographic conditions $\lambda_1$, $\lambda_2$, $\lambda_3$. The values are taken from the New York Times [45] daily COVID-19 reports of each state and their demographic factors. For each state, these variables are iterated using loop and given as input to the game theory function $GT()$, represented as $GT(\wedge, \alpha, \beta, \gamma, \delta, \lambda)$. For $j$ in the range of 3, $\wedge(j), \alpha(j), \beta(j), \gamma(j), \delta(j), \lambda(j)$ are iterated with their initialized values. As shown in Algorithm 2, for each case, game theory $GT(\wedge, \alpha, \beta, \gamma, \delta, \lambda)$ plays the COVID-19 game and control strategy as output. The output control strategy to confine the disease is stored in the $s_e$ variable. Moreover, $s_e$ values are appended to a form a list of solutions represented as $s_e^n$. Here, $n$ represents the list of all states in US. $s_e^n$ contains output to the COVID-19 game for different states in US with varied demographic and infection conditions.
Algorithm 2 Game-Theory Optimal Strategies for Variants.

1: Input: $\alpha \neq 0, \beta \neq 0, \gamma \neq 0, \delta \neq 0, \lambda \neq 0, s^n = []$
2: $\land = [\land_1, \land_2, \land_3]$
3: $\alpha = [a_1, a_2, a_3]$
4: $\beta = [\beta_1, \beta_2, \beta_3]$
5: $\gamma = [\gamma_1, \gamma_2, \gamma_3]$
6: $\delta = [\delta_1, \delta_2, \delta_3]$
7: $\lambda = [\lambda_1, \lambda_2, \lambda_3]$
8: for state ← $n$
9: for $j ← \text{range}(3)$ do
10:   $\land ← \land(j)$
11:   $\alpha ← \alpha(j)$
12:   $\beta ← \beta(j)$
13:   $\gamma ← \gamma(j)$
14:   $\delta ← \delta(j)$
15:   $\lambda ← \lambda(j)$
16:   $s_c = \text{GT}(\land, \alpha, \beta, \gamma, \delta, \lambda)$ \text{ // Algorithm 1}]
17:   $s^n_c.append(s_c)$
18: end for
19: end for
20: Output: $s^n_c$

3.5. Graph Theory

A graph is defined as a function containing nodes and edges $G(\mathcal{N}, \mathcal{E})$. Nodes are connected with the help of edges. We can create directed and undirected graphs. Directed graphs are known to represent the flow from one node to another using arrows, whereas, in undirected graphs, there are no arrows rather straight lines connecting nodes $\mathcal{N}$. The relationships between the nodes are based on the weights of the edges $\mathcal{E}$. While replicating the real-world conditions between states, huge amounts of interlinked data are collected, and graph modeling techniques are employed to model it.

In our database, states are represented by the nodes which are populated with different features such as $\land, \alpha, \beta, \gamma, \delta, \lambda$, the number of infected specific to the state, and the day on which we are observing the disease from the start. The edge weights are represented by the mobility rates incoming and outgoing from each state. We represent our graph database as $G_x(\mathcal{N}, \mathcal{W})$. In Figure 4a, we can observe an example graph connecting different nodes with respect to weights. We have incoming and outgoing weights from one node to another. The graph is a basic representation of the structure of a graph database. The COVID-19 graph database has connections between all states with incoming and outgoing mobility between states as weights. To theoretically demonstrate the workflow of proposed method, consider the nodes (2, 3) where $w_{2,3}$ represents the weight from 2 to 3 and $w_{3,2}$ represents the weight from 3 to 2.

As shown in Figure 1, we build our graph database with inputs from the Game Theory solution and mobility rates. After applying the graph algorithm, we update these factors with new mobility and optimal infected cases. The connection between states which contribute to high infection spread is removed. This iterative process continues until the number of infected is less than 50% from the original value. The Table 5, gives insights to important terminology used to create graph database and graph algorithm.

Algorithm 3 provides information on how to create a graph database. Where $\mathcal{N}$ represents the nodes of the graph, similar to the numbers 1, 2, 3, · · · as shown in Figure 4a. In the COVID-19 graph database, the nodes are different states in the US. These nodes are populated with features such as the susceptible rate $\land$, disease exposure rate $\alpha$, transmission rate $\beta$, recovery rate $\gamma$, mortality rate $\delta$, and factor that represents demographic conditions $\lambda$, the optimal strategic output of game theory $G_C \cdot \{s_c\}$, specific to each state. To populate different nodes (states) $\mathcal{N}$ is iterated using a for a loop. These features are added for each
node (state) $n$ in graph $G_e(n, W)$. These features are represented as $n \cdot F$, where $F$ is the variable that represents different features.

Figure 4. Comparing the input and output COVID-19 graphs (a) Input, (b) Output.
Table 5. Description of the symbols used.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>Masking strategy defined as ( r_m \cdot C_M )</td>
</tr>
<tr>
<td>( ct )</td>
<td>Contact tracing strategy defined as ( r_{ct} \cdot C_{CT} )</td>
</tr>
<tr>
<td>( sd )</td>
<td>Social distancing strategy defined as ( r_{sd} \cdot C_{SD} )</td>
</tr>
<tr>
<td>( G_C )</td>
<td>COVID-19 game, defined using the function ( GT(\wedge, \alpha, \beta, \gamma, \delta, \lambda) ). GT() gives ( s ) and ( i ) as output to COVID-19 game ( G_C ).</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>Game theory control strategy</td>
</tr>
<tr>
<td>( i_c )</td>
<td>Controlled infection rate produced as an output of COVID-19 game</td>
</tr>
<tr>
<td>( G_x(\Omega, W) )</td>
<td>Graph database with nodes ( \Omega ), created using the states of the US and edge weights ( W ) as mobility between the states</td>
</tr>
<tr>
<td>( I_C )</td>
<td>Optimal infection rate</td>
</tr>
<tr>
<td>( OS )</td>
<td>Optimal strategic solution</td>
</tr>
</tbody>
</table>

Algorithm 3 Creating COVID-19 Graph Database.

1: **Input**: Susceptible rate \( (\alpha) \), Infection rate \( (\beta) \), Recovery rate \( (\gamma) \), Mortality rate \( \delta \), Demographic impact factor \( \lambda \), Budget \( B \)
2: **define** \( G_x(\Omega, W) \):
3:   **for** \( \Omega \leftarrow \) states: **do**
4:   G_x(\Omega \cdot SusRate) \leftarrow \wedge
5:   G_x(\Omega \cdot ExpRate) \leftarrow \alpha
6:   G_x(\Omega \cdot InfeeRate) \leftarrow \beta
7:   G_x(\Omega \cdot RecovRate) \leftarrow \gamma
8:   G_x(\Omega \cdot MorRate) \leftarrow \delta
9:   G_x(\Omega \cdot Demo_fac) \leftarrow \lambda
10:  G_x(\Omega \cdot strategy) \leftarrow G_C \cdot \{s\} |
11:  **for** Traffic \leftarrow \{\text{states} - \Omega\}: **do**
12:    G_x(W) = C : (\Omega) - [W] - > (Traffic)
13:  **end for**
14:  **end for**
15: **return** G_x(\Omega, W)
16: **Output**: G_x(\Omega, W)

In Algorithm 3, the feature susceptible rate \( \wedge \) of each state is added to the corresponding node in the graph and is represented using \( G_x(\Omega \cdot SusRate) \). The feature disease exposure rate \( \alpha \) of each state is added to the corresponding node in the graph and it is represented using \( G_x(\Omega \cdot ExpRate) \). The feature transmission rate \( \beta \) of each state is added to the corresponding node in the graph and is represented using \( G_x(\Omega \cdot InfeeRate) \). The feature recovery rate \( \gamma \) of each state is added to the corresponding node in the graph and it is represented using \( G_x(\Omega \cdot RecovRate) \). The feature mortality rate \( \delta \) of each state is added to the corresponding node in the graph and it is represented using \( G_x(\Omega \cdot MorRate) \). The feature demographic factor \( \lambda \) of each state is added to the corresponding node in the graph and it is represented using \( G_x(\Omega \cdot Demo_fac) \). The feature, optimal strategic output of game theory \( G_C \cdot \{s\} \) of each state is added to the corresponding node in the graph and is represented using \( G_x(\Omega \cdot strategy) \). In a conventional database, these features are like the columns of a table. The states are connected using weights \( W \), all the external states are considered as Traffic, except the state itself, which is represented as \( \Omega \), and they are connected using mobility \( W \). The query \( G_x(W) = C : (\Omega) - [W] - > (Traffic) \) interprets the creation of connection between states. Where \( G_x(W) \) contains the information of the graph’s weights. \( C : \) interprets the creation of connection, \( (\Omega) - [W] - > (Traffic) \) represents the connection between state \( (\Omega) \) and external states (traffic). The output o
Algorithm 3 is a COVID-19 graph database $G_x(\mathcal{N}, W)$, obtained by iteratively populating nodes of each state and connecting them.

Algorithm 4 describes the functionality of the graph algorithm built to restrict mobility in the COVID-19 graph database. The graph database is built to recreate the real-world conditions between states regarding the demographics and mobility of intra- and inter-states. A graph database is created for each state, and interconnections are made between them using mobility rates. For example, we consider Virginia state for applying the graph algorithm. For simplicity Virginia is represented as VA. The goal of the algorithm is to reduce the total optimal infection rate of Virginia state $O_I(\text{VA})$ by 50%. Virginia state’s total optimal infection rate $O_I(\text{VA})$ represents the total infection rate induced due to external mobility (incoming traffic from other states). The total optimal infection rate $O_I(\text{VA})$ is defined as the sum of infection rates induced by all other incoming states into Virginia. Individual infection rates induced from other states are represented as $O_{I1}, O_{I2}, O_{I3},...,O_{In}$.

**Algorithm 4** Graph Algorithm for Optimal Solution with Mobility Restrictions.

```
1: Input: $I(\text{VA}) \leq 50\% \land n \neq 0, O_{Ix} = W_x \cdot \beta'_x$
2: $I(\text{VA}) = O_{I1} + O_{I2} + ... + O_{In}$
3: $W_1 + W_2 + W_3 + ... + W_n = 1$
4: $O_{Iy} = \text{max}(O_{I1}, O_{I2}, ..., O_{In})$
5: $W_y \leftarrow 0$
6: $O_I(\text{VA}) \leftarrow (O_{I1} + O_{I2} + ... + O_{In}) - O_{Iy}$
7: for $n \leftarrow \text{values}$
8: if $O_I(\text{VA}) < 50\%$ and $n > 0$
9: break
10: else
11: $\alpha \leftarrow \alpha'$
12: $\beta \leftarrow \beta'$
13: $\gamma \leftarrow \gamma'$
14: $\delta \leftarrow \delta'$
15: $\lambda \leftarrow \lambda'$
16: $O_{Ix}.OS = GT(\alpha', \beta', \gamma', \delta', \lambda')$
17: $W = W_1 + W_2 + W_3 + ... + W_n - 1$
18: $G_x(\mathcal{N}, \text{InfectRate}) \leftarrow \beta^x$
19: $G_x(\mathcal{N}, W) \leftarrow G_x(\mathcal{N}, W_{n-1})$
20: end if
21: end for
22: Output:
```

We have $n$ different states incoming to Virginia. Each state comes in with a different mobility rate $W_x$ and the infection rate of that state is represented as $O_{Ix}$. The infection induced by each incoming state $O_{Ix}$ is defined as the product of mobility rates between Virginia state and the incoming state $W_x$ and the infection rate of that incoming state $O_{Ix}$. The impact factor $O_{Ix}$ is calculated for all the $n$ states and compared. The link between VA and the state with the highest impact factor is removed by making the mobility factor of that state equal to zero ($W_y \leftarrow 0$). Based on the updated mobility, the graph representing the connection between all states in US $G_x(\mathcal{N}, W)$ is updated by eliminating the link between states. As the graph is updated, the conditions of COVID-19 spread is different, so the infection rate of the state VA is evaluated. If it is lower than 50% of the initial infection rate, it is considered the optimal solution, and the corresponding strategy is considered the optimal strategy. The algorithm is stopped by breaking the loop, but if the infection rate of the state VA is higher than 50% then the algorithm is iterated until it finally becomes less than 50%.

When the infection rate of the state VA is higher than 50%, the graph is updated which reflects in updating the variables $\land, \alpha, \beta, \gamma, \delta, \lambda$. Which updates the game output and updates the Optimal Strategy for the game. A new graph is made based on the new
variables and new Optimal Solutions. The high-impact mobility link is identified and removed for the new graph with updated mobilities and other states’ infection rates. If now the infection rate of VA is less than 50% the process is stopped, or it is again iterated as shown in Algorithm 3 until the desired condition is reached.

4. Experimental Results

4.1. Experimental Setup

The implementation of the COVID-19 game on all 50 states requires a massive amount of memory and time; when performed on the CPU, it took 30 h to perform the game theory and graph algorithm-based combined confinement. Thus, we used Tesla P100-PCIE-16GB GPU available in Google Colab Pro to perform and execute the experiments faster. We used the high-RAM setting of Google Colab to provide the higher memory required by the experiment. The high-RAM setting provides a maximum GPU RAM of 26GB. It took almost two hours to run the experiment for all 50 states’ data [46]. We used the Neo4j browser to create a graph database and apply the graph algorithm.

We have considered the real population information of all 50 US states and the general mobility of the state. The parameter values are chosen from the information of the NY times [45] daily infection rates and the average mobility between states. We believe that even a low contact between states may help in transmitting infection, as we can see in the real world, a variant that originated in one state may take a few days to spread through the whole country. So, it is important to consider the effect of mobility rates between states. Based on this information, we vary different important factors of the attacker and defender strategies. For instance, if a state has high mobility, it can lead to a higher infection rate, and states which are running out of resources to accommodate medical attention for infected patients has low recovery rate and high mortality rate. Based on the urban and sub-urban areas in that state, we consider the effectiveness or rate of the masking or social distancing strategies. We assume that more populated areas make these strategies less effective and increase the attacker strategies’ effectiveness.

We initialize the $\wedge, \alpha, \beta, \gamma, \delta, \lambda$ factors based on all the above factors (for each state). We vary each factor three times (best case scenario to worst-case scenario), to make our solution reliable in case of mutations of COVID-19. A graph database is built based on the inputs from game theory. A graph algorithm is also built, which eliminates the highest impact incoming mobility link between states. Information from these intermediate graphs (which have some mobility links broken) is sent as input to game theory for an iterative process until the desired optimal solution is achieved.

4.2. Impact of Proposed Graph Algorithm

Here, we present our observation on how a demographic-aware game theory lowers the infection rate over the “One size fits all” approach. Then, we optimize the solution using the proposed graph learning method while considering real-world factors affecting COVID-19 spread between states such as mobility. As New York has a higher transmission rate of virus due to the high mobility rate, we gave this increased transmission rate as input to the game, and as observed in Figure 5a by using the social distancing strategy has the lowest number of people infected than all the other strategies.

From our game-theoretic solution, we can observe that it picks the social distancing strategy as the optimal solution until 400 days of infection and picks the masking strategy after that as the masking strategy has a lower infection rate. Our proposed game-theoretic optimal solution has approximately 40% fewer infected people than the original number at the peak infection stage. When it comes to the Virginia population, we can observe that masking achieves a lower infection rate than the social distancing strategy as shown in Figure 5b. If we were to adopt the “One size fits all” approach, then we would be picking the social distancing approach like New York, but that will lead to a higher infection rate for Virginia’s people. So, based on the demographic information of Virginia, our game theory picks masking as the optimal strategy. Due to this, the number of infected people is approximately 35% lower than the actual infected population when the curve peaks.
However, it does not consider the external factors affecting the state’s infection rate such as mobility. So, we apply a graph algorithm to further decrease the infection rate of each state by more than 50%.

The game theory of optimal infection rates and suitable strategy for each state as shown in Figure 5b are given as input to the graph learning model of Figure 6a. We then optimize the game theory solution by considering the impact of other states on COVID-19 spread, similar to the real world, as shown in Figure 6b. Figure 5a,b shows the impact of each strategy on the infection rate for New York’s population and the population of Virginia, respectively. As mentioned before, we consider different factors and observe how S, E, I, R, and D are affected over a time equal to 500 days. For every 100 days, we compare the number of infected cases with each strategy and perform a game theory-based optimization. Moreover, we find the optimal solution with lower infection spread and minimal costs. Depending on the optimal strategy that leads to lower infection spread with minimal costs represented in Figure 7 a new strategy is chosen for the next 100 days. We switched to the strategy with low
infection values recorded in the defender’s case and high infection values recorded in the attacker’s case. Finally, we calculate the overall payoff of the attacker and defender to determine the best strategy in the game.

I_x - Number of people infected in state x
W_{x,y} - Incoming mobility rate from state x to state y

Figure 6. Comparing the effect of outputs of restricted mobility algorithm for (a) Iteration 1, (b) Iteration 2.
Figure 7. Comparing the cost for each strategies.

These optimal solutions and strategies are used to make a graph as shown in Figure 6a, where each state has an initial infected number $I$. Its value is specific to each state. We consider Virginia state, where the infection value is $I_V = 3080$ and our goal is to decrease it by more than half, considering all the real-world factors impacting its growth. Each of these states is connected with mobility rates weights between them, represented by $W$. The incoming weights from other states are given as suffixes to $W$. For example, the incoming traffic from Minnesota to Virginia is given as $W_{M,V}$.

We run the graph algorithm on this graph, and based on the impact of disease spread, we observe that Ohio had the highest effect on Virginia, with its infected number of $I_O = 6530$ and incoming mobility rate $W_{O,V} = 0.2$. New York had the next highest impact on Virginia with $I_N = 3819$ and mobility of $W_{N,V} = 0.12$. Based on this, we can observe that the link was removed accordingly in the next iteration Figure 6b and the infected number of Virginia is decreased by more than half to $I_V = 1473$. The information in the newly updated graph is given back to the game theory to obtain a suitable strategy for Virginia, with changing demographics, and we can observe its strategy changing from masking in Figure 6a to social distancing in Figure 6b. These steps are followed iteratively until the total infected number is decreased by 50% for each state.

In Table 6, we can observe various cases of COVID-19, still, our model produces a suitable strategy for each of these cases and also the optimal solution specific to each case. Moreover, most of these cases obtain a 50% decrease in the number of infected from the initial value. These results capture the workflow of the graph learning algorithm. So, we prove that our model is efficient in producing solutions even for dynamic cases.

<table>
<thead>
<tr>
<th>Demographic Factor ($\lambda$)</th>
<th>Variables</th>
<th>Initial Infected</th>
<th>Optimal Infected</th>
<th>Optimal Strategy</th>
<th>% Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a = 0.82$</td>
<td></td>
<td>84598</td>
<td>35277</td>
<td>Social Distancing</td>
<td>41.70</td>
</tr>
<tr>
<td>$\beta = 0.012$</td>
<td></td>
<td>$\gamma = 0.0056$</td>
<td>$\delta = 0.0049$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a = 0.82$</td>
<td></td>
<td>61493</td>
<td>28471</td>
<td>Social Distancing</td>
<td>46.32</td>
</tr>
<tr>
<td>$\beta = 0.0067$</td>
<td></td>
<td>$\gamma = 0.0032$</td>
<td>$\delta = 0.0015$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 6. Cont.

<table>
<thead>
<tr>
<th>Demographic Factor (λ)</th>
<th>Variables</th>
<th>Initial Infected</th>
<th>Optimal Infected</th>
<th>Optimal Strategy</th>
<th>% Change</th>
</tr>
</thead>
</table>
| 0.015                  | \( a = 0.82 \)
|                        | \( \beta = 0.67 \)
|                        | \( \gamma = 0.32 \)
|                        | \( \delta = 0.15 \) | 28905            | 13831            | Masking   | 47.85    |
| 0.008                  | \( a = 0.82 \)
|                        | \( \beta = 0.67 \)
|                        | \( \gamma = 0.32 \)
|                        | \( \delta = 0.15 \) | 173339           | 83046            | Masking   | 47.91    |
| 0.00027                | \( a = 0.82 \)
|                        | \( \beta = 0.67 \)
|                        | \( \gamma = 0.32 \)
|                        | \( \delta = 0.15 \) | 6893             | 3318             | Contact Tracing | 48.15    |

4.3. Advantages of the Study over Existing Works

The proposed technique can produce a superior confinement strategy than the existing works [38,40]. Our technique achieves the lowest infection rate compared to other control techniques [32] with similar policies such as masking, social distancing, and contact tracing. Works such as [37,41], apply a single control policy such as quarantine or social distancing to the whole country. However, unlike other works, the proposed technique chooses a confinement strategy specific to each state. This notably improves the effectiveness of the proposed technique in confining the COVID-19 infection. The proposed technique produces control policies specific to each state helping the state-wise policymakers to choose the most effective policy. It helps government and healthcare workers to analyze the disease spread over time and gives them the chance to prepare for it in advance. The proposed technique works effectively even with the change in conditions such as disease variants.

5. Limitations of the Study

This section will present a critical discussion and possible shortcomings of the proposed method. The key motivation behind our demographic-aware game-theoretic approach for confining the COVID-19 pandemic was to consider the demographic and mobility information for adopting confinement strategies to bend the infection curve. Though our proposed method has shown significant improvement while comparing with other state-of-the-art methods, there are still scopes for improvement. In our current study, we portray the difference between the demography of one state from the other. We considered the United States’ state-level infection data and our model can only provide optimization at the state-level. However, we did not consider that a particular state has different demographic counties and cities, and adopting one strategy state-wide might not work efficiently in other particular counties or cities. We believe that if we could integrate county and/or city-level COVID-19 data into this work it would be more robust.

6. Conclusions

In this work, we propose a demography-aware COVID-19 confinement strategy where a game-theoretic optimization is adopted to achieve an optimal confinement solution for different confinement strategies and a theory-based graph algorithm that restricts the mobility between states to confine the COVID-19 spread. We consider the demographic impact on the given confinement strategy and solve for an optimal strategy while lowering the infection rate. We present the fact that one optimal strategy for one demographic region might not be the optimal solution for different demographics. Our model dynamically produces optimal solutions specific to each state based on demographics and can also work efficiently on variants of COVID-19.
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