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ABSTRACT
A dynamic power management system for homogeneous chip
multi-processors (CMP) is proposed. Each core of the CMP
includes on chip DC-DC switching buck converters that are
interconnected through a switch network. The peak cur-
rent rating of the buck converter is selected to meet only
the average current demand of the load circuit. A real-time
load balancing algorithm is developed which reconfigures the
power delivery network by combining the output of multi-
ple buck converters when the workload demand exceeds the
peak current rating. Simulation results for the proposed
power delivery method indicate up to a 44% reduction in the
energy consumption of the CMP system. In addition, the
on-chip footprint of the power delivery network, including
the on-chip voltage regulators and the switching network, is
reduced by at least 23%.

1. INTRODUCTION
With the paradigm shift in computing systems from per-

formance oriented design to energy efficiency, considerable
research effort has focused on optimizing the core config-
uration by reducing the over-provisioning of the core re-
sources. Little attention, however, is given to the reduction
in the over-provisioning of the circuits delivering power to
the cores. Conventionally, the voltage regulator and power
conditioning circuits are off-chip. The power consumption
and the footprint of the voltage regulators and the condi-
tioning circuits is therefore not a concern while optimiz-
ing the power delivery to the core(s). The introduction
of chip multi-processors (CMPs) resulted in new challenges
in the delivery of power to the multiple cores. Providing
low latency, per-core dynamic voltage and frequency scal-
ing (DVFS) is challenging with off-chip voltage regulators
[1]. The power supply voltage regulation is also reduced
due to longer on-chip interconnects connecting the off-chip
VR to the multiple load circuits. On chip voltage regulators
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(OCVRs) have been extensively researched and successfully
introduced in commercial multi-core systems in Intel 4th

generation processors [2] as well as IBM POWER8 servers
[3]. The choice of OCVR topology is dependant on several
factors including system level parameters such as the opti-
mal power conversion efficiency and maximum load current
consumption as well as the physical design of the passive
components. System level tools such as a power virus [4] or
McPAT [5] are used to determine a first order estimate of
the peak power consumption of the cores, which is typically
overestimated. As a result, the OCVR and the power de-
livery network are over-provisioned to support a peak load
current larger than what is consumed by the cores.

In this paper, an interconnected on-chip power distribu-
tion network is modeled. Rather than a static configura-
tion designed for the worst case power consumption of the
cores, a work load aware reconfigurable power delivery sys-
tem is developed. A detailed statistical analysis of the cycle
accurate power consumption profile of workloads executed
on a CMP system is performed. Each OCVR is designed
to support a peak current rating equal to the average load
current Iavg consumed across all workloads. SPICE sim-
ulations indicate that by reducing the peak current rating
of the OCVRs to support Iavg, the energy efficiency of the
CMP improves and the on-chip area occupied by the OCVRs
is reduced. A load balancing algorithm is developed for dy-
namic power management. The algorithm is executed on the
on-chip power management unit (PMU), and is capable of
reconfiguring the power delivery network (PDN) to combine
the outputs of multiple OCVRs to support load currents in
excess of Iavg.

The rest of the paper is organized as follows: Prior work
exploring reconfigurable power delivery networks (RPDN)
are discussed in Section 2. The system level simulation and
the power consumption profile of multi-application work-
loads are described in Section 3. The proposed power de-
livery methodology is discussed in Section 4. Simulated re-
sults indicating an improvement in the energy efficiency of
the CMP system are also included in Section 4. Concluding
remarks are provided in Section 5.

2. RELATED WORK
Recent work has attempted to improve the energy effi-

ciency of multi-core and many-core systems by reconfiguring
the power delivery network according to the power demand
of the work load. An RPDN using switched capacitor volt-
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Figure 1: Statistical analysis of the per cycle power consumption of the SPEC CPU 2000 and SPEC CPU 2006 benchmarks.

Table 1: Architectural parameters of the core.

Parameter Value
Core clock frequency 2.4 GHz
Power supply voltage (Vdd) 1 V
Issue, Commit width 2
INT and FP Instruction Queue 16 entries
Load and Store Queue 16 entries
INT and FP Physical Register File 48 entries
ROB size 48
L1 cache 32 KB, 4-way
L2 cache 256 KB

age regulators (SCVRs) and cross bar switches to serve 8
cores is proposed in [6]. The RPDN consists of 32 cells,
where each cell is an SCVR capable of supporting two volt-
age step down conversions (2:1 and 3:2). The simulation
results indicate that the reconfigurable power delivery net-
work offers 40% energy savings as compared to a configura-
tion with per core voltage regulators. The switched capaci-
tor voltage regulators offer 80% power conversion efficiency.
The work does not address the inferior voltage regulation
offered by the SCVRs.
A run time reconfigurable voltage regulator network of

buck converters is described in [7]. The lowest energy con-
sumption across various DVFS levels is determined by solv-
ing an integer linear programming (ILP) problem. The tim-
ing penalty to set the switching network is not quantified and
the ILP is solved for discrete DVFS timing penalties rang-
ing from 5% to 15%. An off-chip buck converter (LTC3816)
SPICE model is used instead of an OCVR model, although
the OCVR offers an order of magnitude faster voltage re-
sponse time under DVFS [1].
An RPDN for 3-D many-core systems is proposed in [8].

Single input multiple output buck converters supply power
to the many-core system. The energy optimization problem
across DVFS operating points (voltage and frequency pairs)
is solved through ILP formulation.
Clustering of voltage regulators to boost the energy effi-

ciency of the system is proposed in [9], but the work ignores

the variation in the power conversion efficiency (PCE) of
the voltage regulators due to dynamic voltage and frequency
scaling. As shown in [10], ignoring the PCE variation of the
voltage regulators leads to suboptimal workload mapping
and therefore a large penalty on the energy savings possible
with DVFS.

Recent work on RPDNs does not offer an analysis of the
deterioration in the response time of the power delivery sys-
tem due to the search and decision time needed to flip the
requisite number of switches and reconfigure the connections
between the cores [6, 7, 8]. In addition, prior work consider
over-provisioned voltage regulators designed for worst case
power consumption. The RPDN proposed in this paper is
novel as the power network is designed to supply the aver-
age power demand of the cores and is adaptable to support
peak power demands. The RPDN configuration is managed
dynamically without the overhead of solving an off-line or
on-line linear or nonlinear programming optimization prob-
lem.

3. POWER DISSIPATION BEHAVIOR OF
APPLICATIONS ON A CMP SYSTEM

The cycle dependant power dissipation of the workloads
executing on a CMP system provide insight to optimize the
design of the PDN. Workloads which are computation in-
tensive consume higher power during CPU bound phases of
the application, but the maximum power consumed is con-
siderably lower than the peak power consumption of a well
developed power virus. A detailed power trace analysis of
the SPEC2000 and SPEC2006 benchmark suite is performed
to obtain realistic power consumption statistics of the work-
loads. A 16-core CMP in 45 nm technology is modeled using
a processor architectural simulator [11]. McPAT [5] is inte-
grated in the simulator to analyze the power consumption
of the core. Each core has a 2-way issue and out-of-order
execution unit. The micro-architectural parameters of the
core used in the simulations are summarized in Table 1.
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Each of the 49 benchmarks from the SPEC benchmark
suite are simulated at four different timing intervals to cover
multiple execution phases. The simulations are run for 10K
cycles per time interval. The dynamic and static power con-
sumption is sampled cycle by cycle through McPAT. The
statistical dispersion of the per cycle power consumption of
different SPEC benchmarks with single phase forwarding is
shown through a box plot in Fig. 1. The interquartile range
for all the studied benchmarks falls approximately an order
of magnitude below the peak power (Ppeak) consumption of
5.73 W reported through McPAT simulations. The number
of outliers beyond 5σ coverage for each benchmark is an in-
significant fraction of the sample size. The combined power
dissipation characteristics of all the 49 benchmarks are as
follows: The minimum, average, and maximum power con-
sumption is, respectively, 0.175 W, 0.555 W, and 4.755 W.
The power dissipation of the applications is between 0.3 W
and 0.5 W for approximately 65% of the execution time.
The minimum, average, and maximum power dissipation
variation per clock cycle is, respectively, 0 W, 0.195 W,
and 4.333 W. The power variation is less than 0.1 W for
90% of the time. The studied benchmarks spend 78% of
the run-time consuming less than the average power. The
maximum power consumption of 4.75 W across all bench-
marks is consumed for a very small percentage of the run-
time (7.5×10−5%).

4. PROPOSED DESIGN OF THE POWER
DELIVERY NETWORK

Significant work has been done to optimize the core config-
uration, work load mapping, and dynamic/static clustering
of the cores in a CMP system, but the energy and area loss
incurred due to the integration of over-provisioned VRs has
been overlooked. In the proposed power delivery system,
the loadline of the OCVR serving each core or cluster of
cores is designed for the average current (Iavg) consumed.
Designing the OCVR loadline around Iavg reduces the peak
voltage demand on the OCVR and significantly decreases
the maximum supported load current. The block represen-
tation of the power delivery network is shown in Fig. 2.
For a CMP system consisting of N cores or core clusters, N
OCVRs provide the regulated power. In the proposed PDN,
if the OCVR serves a cluster of n identical cores, the power
rating of the OCVR is n·Iavg. The output of each OCVR
is connected to the inputs of a high-speed switching (HSS)
fabric. The N outputs of the HSS fabric are connected to
the local PDN grid of the N cores or core clusters. The HSS
fabric is controlled by the power management unit (PMU).
The interconnected power delivery network shown in Fig. 2
provides increased service reliability as compared to con-
ventional on-chip power distribution with a single OCVR
serving a single core. In addition, the interconnected net-
work provides opportunity to balance load currents through
reconfiguration of the switches.

4.1 Load balancing through run-time OCVR
clustering

A technique to deliver currents higher than Iavg is de-
scribed in this section. The current sensors placed in each
core are constantly monitored by the PMU. When the sum
of the currents sensed from all cores within a cluster (Isense)
reaches a threshhold (�I ) below Iavg, the PMU configures

Algorithm 1 Load balanced power delivery with run-time OCVR
clustering to support higher than average load current consumption.

Inputs:
Current consumption sensed from the core: Isense x

Current threshhold: �I
Voltage level applied to the core: Vx ∈ [Vdd 1, Vdd 2, ..., Vdd m]
where x ∈ [1,...,n], m = number of DVFS levels, n = number of
OCVRs/Cores
Switch matrix: Switchn,n−1

Constraints:
tswitch + tPMU < tcore∑n

i=1Vx·Isense x < n·Vdd m·Iavg

1: Append array CORE RED with core id x where Isense x ≥
Iavg - �I

2: Append array CORE GREEN with core id y where Isense y <
Iavg - �I

3: if length(CORE RED) > 0 then
4: call OCVR CLUSTER � Reconfigure the PDN by clustering

the output of OCVRs
5: else
6: call OCVR DECLUSTER � Reconfigure the PDN by

de-clustering the output of OCVRs
7: end if
8: procedure OCVR CLUSTER
9: for each i in min(length(CORE RED),

length(CORE GREEN )) do
10: Demand(i) ← CORE RED(Isense i) +

CORE GREEN (Isense i)
11: if Demand(i) ≤ 2· Iavg then
12: VCORE RED(i) ← VCORE GREEN(i) � Align the Vdd levels

of the two cores whose OCVR outputs are being combined
13: SwitchCORE RED(i),CORE GREEN(i)← 1 � Close the

switch so that CORE RED(i) is served by the OCVR
connected to CORE GREEN(i)

14: Delete CORE RED(i) and CORE GREEN(i) from the
respective arrays

15: end if
16: end for
17: end procedure
18: procedure OCVR DECLUSTER
19: for each nonzero element in sparse matrix Switch do
20: if Isense i + Isense j < 2·Iavg - �I then
21: Switchi,j ← 0 � Open the switch connecting core i with

OCVR j
22: end if
23: end for
24: end procedure

OCVR
(Average power rating)

PMU

sense iI

V

Switch control

Off−chip VR

DD_i

Load Circuit

Activity factor

Switchij

Figure 2: Proposed interconnected on-chip power delivery
network with run-time voltage regulator clustering through
a switching fabric.

441



(a)

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

O
C

V
R

 ID
 

Core ID 

(b)

Figure 3: Simulated results of the implementation of Algo-
rithm 1 for a 16-core CMP system with 16 OCVRs each with
a peak rating of 0.6 A. (a) Load current variation per core
and (b) cumulative configuration of the switches for 1000
CPU cycles.

the HSS to source additional current from the OCVRs which
are located nearest to the cluster and are sourcing current
less than Iavg. The logic controlling the HSS fabric within
the PMU operates on two system parameters; the Vdd lev-
els and the total load current sensed from each core cluster.
The analysis of the power consumption provided in Section
3 indicates that the probability of the load current demand
exceeding Iavg is 22%. As a result, there is always more
than one core operating at or below Iavg. The PMU is pro-
visioned to add at least one additional OCVR to serve a core
requiring current higher than Iavg. The sum of the decision
time of the PMU and the time to reconfigure the switches
must be less than or equal to the load current transient re-
sponse time (current slew-rate) of an OCVR with a current
rating of Ipeak to ensure an uninterrupted power supply to
the core cluster.
The switching control of the HSS fabric is described by

Algorithm 1. Algorithm 1 is implemented in the Python
programming language and is analyzed with the parameters
summarized in Table 2. A stochastic model of the current
consumption of the cores in a CMP system is developed
based on the statistical parameters captured from the per
cycle power consumption analysis of the SPEC benchmarks.
The load current obtained from the stochastic model for

Table 2: Simulation parameters for Algorithm 1.

Parameter Value

Number of Cores 8, 16, 32, 64, 128
DVS levels 0.7 V, 0.8 V, 0.9 V, 1 V
OCVR current rating (Iavg) 0.6 A
Current threshold (�I ) 0.1 A
Load current variation SPEC benchmark power

consumption statistics
Execution duration 10 million CPU cycles

1000 CPU cycles across 16 cores is shown in Fig. 3(a). The
peak current rating of each OCVR is set to 0.6 A (Ipeak),
which is one order of magnitude less than the Ipeak obtained
through McPAT. The active switches required to support
the run-time load current variation on each core for 1000
CPU cycles are shown in Fig. 3(b). A generic statistical
load current model is also analyzed through Monte Carlo
simulations with a maximum possible value of Ipeak. Four
DVS levels, listed in Table 2, are selected corresponding to
the core configuration provided in Table 1.

4.2 Energy efficiency of CMP system
The switching DC-DC buck converter offers superior power

supply voltage regulation and is therefore an optimum choice
to power the cores. The circuit implementation of a buck
converter consists of a switching network and a passive low
pass filter. The inductor in the low pass filter acts as a
low-loss energy transfer device which improves the power
conversion efficiency. In this section, the PCE of the buck
converter is analyzed for changes with the peak load current
rating. The goal is to analyze the impact on the energy ef-
ficiency of the CMP when designing the OCVRs to support
only the average load current demand of the cores.

4.2.1 Power conversion efficiency
The power consumed by the buck converter (Pbuck) is

given by (1) [12]. The Pmos, Pind, Pcap, and Ppwm are
the power loss in, respectively, the MOS power transistors
and the cascaded buffers driving them, the inductor and ca-
pacitor of the filter circuit, and the pulse width modulator
circuit. The detailed mathematical formulae of each of the
components which contribute to Pbuck are given in [12].

Pbuck = Pmos + Pind + Pcap + Ppwm (1)

The power consumed by the filter circuit, power transistors,
and the buffers driving them increases with the maximum
supported output current of the buck converter. Alterna-
tively, multiple phases are used to drive higher output cur-
rents. The circuit schematic of a buck converter with multi-
ple phases of the filter circuit, MOS power transistors, and
cascaded buffers is shown in Fig. 4. Two custom buck con-
verters with maximum output current ratings of 6 A and
0.6 A are implemented [13]. The two converters represent
voltage regulators that support the Ipeak and Iavg currents
of a CMP with core parameters as listed in Table 1. The
circuit characteristics and power consumption of the compo-
nents of the buck converters are listed in Table 3. The buck
converter with a maximum output current rating of 0.6 A
consumes 22.65 mW, which is 3.3% of the power consumed
by the over-provisioned buck converter. The on-chip imple-
mentation of the two buck converters yields similar ratios
between the power consumed by each passive component,
although at a higher switching frequency to reduce the size
of the filter inductor and capacitor.
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Table 3: Circuit parameters and power consumption for two peak load currents of DC-DC switching buck converters [13].

Parameter Maximum output current of 6 A Maximum output current of 0.6 A

Peak to peak inductor ripple current 1.65 A 182.5 mA
Switching frequency 368.25 kHz 100.02 kHz
Duty cycle 43.4% 40.16%
Peak-to-peak output ripple voltage 1.924 mV 2.281 mV
Inductor power dissipation 260.83 mW 675 μW
Output capacitor power dissipation 368.91 μW 13.56 μW
Total power dissipation 688.99 mW 22.65 mW
Footprint 209 mm2 161 mm2

N bit DAC

VRef

Cout
Vout

Multi−phase

DD

L

V

N bit VID code
from PMU

 and PWM
Control logic

Figure 4: Schematic of a multi-phase DC-DC switching buck
converter.

Figure 5: Power conversion efficiency with load current for
two DC-DC buck converters with a maximum load current
rating of 6 A and 0.6 A.

The large reduction in the power dissipation of the buck
converter achieved by reducing the peak load current rating
results in an improvement in the PCE. Although the over-
provisioned buck converter offers a peak PCE of 89.7% at
an output current of 6 A, the reduction in the PCE with
decreasing output current is significant. The variation in
the PCE with the output current for the two buck converters
is shown in Fig. 5. The typical workloads executed on the
CMP (with the core configuration listed in Table 1) consume
currents in the range of Iavg and therefore the buck converter
with an output rating of 0.6 A offers a higher average PCE
for a majority of the run-time of the workloads.

4.2.2 Improvement in energy efficiency
The total energy consumption of a CMP system imple-

mented with a conventional PDN for a given execution time

Tepoch with N cores and N OCVRs is given by (2). The
cores are served by over-provisioned OCVRs identical to the
buck converter with a maximum output current of 6 A. The
dynamic and static power consumed by the cores in the pres-
ence of DVFS are given by Pdynamic and Pstatic, respectively.
PCE1 represents the power conversion efficiency of the over-
provisioned OCVR. At low load currents close to Iavg, the
PCE1 offered by the over-provisioned buck converter is 87%.
Alternatively, if the power delivery system is designed with
each core supported by a buck converter that supplies a max-
imum output current of 0.6 A, the achieved PCE2 at Iavg is
96.36%. In addition, the static power consumed by idle cores
or core clusters is close to zero as power gating through the
HSS fabric is performed. The HSS fabric, however, imposes
an additional switching loss Pswitch, which is the dynamic
power consumed by the PMOS transistors while switching,
and a conduction loss Pconduction while in the ON state and
passing the average current Iavg.

ECMP,conventional = {
N∑

i=1

(Pdynamic i + Pstatic)

PCE1
} · Tepoch (2)

The total energy consumed by the CMP with N OCVRs,
where each OCVR is designed for an Iavg rating, and Nx(N-
1 ) PMOS switches is given by (3). The parameters j, k, and
l are, respectively, the number of active cores consuming
current below Iavg, the number of active core(s) consuming
current above Iavg, and the number of idle core(s) power
gated through the HSS network. In the case of idle cores, the
power consumed by the OCVRs (POCV R,leakage) is the only
component contributing to the system energy. As described
in Section 3, applications consume current less than Iavg for
about 78% of the time. The Pswitch loss is therefore incurred
for 22% of the execution time of the workloads when the load
current demand exceeds Iavg.

ECMP,proposed =

Tepoch∑

t=1

{
j∑

i=1

(Pdynamic i + Pstatic)

PCE2

+
k∑

i=1

(Pdynamic i + Pstatic + Pswitch + Pconduction)

PCE2

+

l∑

i=1

POCV R,leakage};

j+ k+ l = N

(3)

Circuit simulations of a PDN designed to support the Iavg
for each of the 16 cores are performed to determine the en-
ergy consumption as given by (3). The 16 cores are simu-
lated as piecewise constant current sinks. The current vari-
ation with time for the 16 current sinks is shown in Fig.
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Table 4: Parameters of the PDN determined through SPICE
simulation.

Parameter Value

PMOS Width 800 μm
PMOS switching time 160 ps
Area occupied by 16x15 switching network 9600 μm2

Per core maximum switching capacitance 2.4 nF
Piecewise constant load current variation Stochastic model
Pswitch 0.1 W
Pconduction 0.06 W
Pstatic (obtained through McPAT) 0.175 W

3(a). A 16x15 PMOS switching network is implemented in
a 45 nm technology. The gates of the PMOS switches are
controlled through time varying voltage signals. The Pswitch

and Pconduction for the PMOS switch with an output ca-
pacitance provided by a single core is determined through
SPICE simulations. The Pstatic and Pdynamic of a core is
measured through McPAT. The Pdynamic for each core is
overestimated as the power consumption per clock cycle is
captured at the highest supported DVS level of 1 V. The
parameter values of the switching network and the PDN are
summarized in Table 4.
The additional switching and conduction losses due to

the PMOS switches are an insignificant fraction of the to-
tal power consumed by the CMP as both are only consumed
when the PDN is reconfigured to combine the outputs of the
OCVRs. The energy consumption of the proposed power de-
livery system is up to 44% less than the energy consumed by
the CMP with over-provisioned OCVRs and PDN. On av-
erage, there is a 15% reduction in the energy consumption
as shown through simulations of the proposed PDN with
a stochastic load current modeled on the SPEC benchmark
power traces shown in Fig.1. By reducing the maximum rat-
ing of the OCVR (buck converter), the percentage reduction
in the energy consumed for a core sinking current less than
Iavg is 36%. The reduction in energy is due to the optimal
PCE offered by the buck converter at the maximum out-
put current supported. The energy efficiency of the CMP
is therefore improved significantly by designing the power
delivery system to support the average current demand of
the cores. In addition, if a system level workload mapping
technique is applied to distribute identical workloads on a
cluster of cores, serving the core cluster with one OCVR
that implements DVFS is advantageous to further reduce
the energy consumption [6, 10].

4.3 Technique to prevent system failure
The power consumption analysis of the different workloads

provided in Section 3 and the construction of the PDN in
Section 4 ensure that there is always an OCVR available in
the CMP system to support core(s) demanding higher than
the average current(s). In the unlikely event that an OCVR
is not located to support the higher than average current
requirement of a core, the core is stalled by the PMU until
an OCVR becomes available for clustering. The probabil-
ity of not finding an OCVR for clustering is low when an
efficient workload mapping technique is implemented. The
performance penalty due to stalling the core is therefore neg-
ligible.

5. CONCLUSIONS
A load balanced circuit technique to deliver average power

through on-chip voltage regulators (OCVRs) is developed.

The current rating of each OCVR is reduced to support only
the average current demands of typical workloads executed
on the CMP system. The reduction in the maximum output
current of the OCVRs improves the power conversion effi-
ciency, reduces the footprint of the PDN (voltage regulator
and switch fabric) by at least 23%, and improves the energy
efficiency of the CMP system by at most 44%. The simulated
results indicate that the optimum OCVR configuration for
a CMP system depends on the average load current require-
ment per core. The proposed inter-connected power deliv-
ery system is applicable to any OCVR circuit topology and
offers higher reliability through a run-time clustering tech-
nique that prevents system failure when the current demand
of the core exceeds the maximum output current supported
by a single OCVR.
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