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Abstract—This paper proposes a new fault tolerant cache organ-
ization capable of dynamically mapping the in-use defective loca-
tions in a processor cache to an auxiliary parallel memory, creating
a defect-free view of the cache for the processor. While voltage
scaling has a super-linear effect on reducing power, it exponentially
increases the defect rate in memory. The ability of the proposed
cache organization to tolerate a large number of defects makes it
a perfect candidate for voltage-scalable architectures, especially in
smaller geometries where manufacturing induced process varia-
tion (MIPV) is expected to rapidly increase. The introduced fault
tolerant architecture consumes little energy and area overhead, but
enables the system to operate correctly and boosts the system per-
formance close to a defect-free system. Power savings of over 40%
is reported on standard benchmarks while the performance degra-
dation is maintained below 1%.

Index Terms—Cache, fault tolerance, low power, process varia-
tion, SRAM, voltage scaling.

I. INTRODUCTION

U SING minimum sized transistors to create compact
SRAM structures, coupled with the analog nature of

memory read/write operations, results in a considerably larger
defect density in memories as compared to logic. In addition,
it is shown in [1], [2], and [15] and will be further discussed
in Section III that voltage scaling exponentially increases the
memory cell failure probability. This implies that caches, which
are the largest memory structures in the processor, abruptly
limit the processor lower limit of supply voltage by introducing
an exponential relation between their cell failure rate and the
system supplied voltage. Since the failure probability under
voltage scaling is exponential, fault tolerant techniques, such
as row and column redundancy, that linearly increase the fault
tolerance limit of the cache will fall short for significant reduc-
tions of the supply voltage due to their limited fault
coverage. This suggests that a fault tolerant mechanism, to be
used in voltage scaled caches, should be able to tolerate a very
large number of defects. The increase in fault coverage however
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should be achieved in a fashion such that: 1) the impact of fault
handling mechanism on delay and performance of system is
acceptable and 2) the total power consumption of the system
including the new fault handling mechanism is lower than
that of other simpler fault handling mechanism that operate at
higher voltages handling lower number of defects with lower
overhead.

In this paper, we explore the organization of a novel fault tol-
erant cache architecture which is capable of providing fault cov-
erage for caches suffering from very high defect rate. We first
introduced this organization in [3] for direct mapped caches with
single word fetch per cache access. In this work, we further ex-
plore the usage of the inquisitive defect cache (IDC) to asso-
ciative caches with multiword fetch groups, which resulted in
significantly smaller area overhead. Furthermore, we introduce
a mathematical bound on defect coverage of the proposed archi-
tecture relating the area and power of the proposed architecture
to achievable . In [3], we investigated the fault coverage
and voltage scalability of the system when a fixed frequency
voltage scaling (FFVS) policy for scaling the cache supplied
voltage is used. In this work, we extend our study and results
examining the utilization of the proposed architecture for both
voltage frequency scaling (VFS) and FFVS policies. Further-
more, the simulation environment (DINERO IV) presented in
[3] has been replaced with SimpleScalar1 to allow simulation
of the architecture for well known SPEC2000 benchmarks. We
have also discussed the alternative use of IDC, optimizing the
system for fastest machine rather than the one with the lowest
power. Finally we have elaborated on the effect of change in the
distribution of threshold voltage on the system power and per-
formance when equipped with IDC. This paper is organized as
follows. Section II builds the necessary background and high-
lights the motivation behind this work. Section III explains the
behavior of memory cell under voltage scaling exploring the ef-
fect of process variation in lower voltages. Section IV explains
the effect of voltage scaling on memory logic. Section V intro-
duces our proposed architecture. Section VI introduces an en-
ergy model to quantify the energy savings in lower voltages.
Section VII presents a mathematical bound on IDC coverage.
In Section VIII, we validate our proposed concept trough Sim-
pleScalar simulation. Section IX explains how IDC could be
used to realize a faster machine. Section X reviews the effect
of change in threshold voltage distribution on system minimum
voltage and energy consumption and finally, this paper is con-
cluded in Section XI.

1[Online]. Available: http://www.simplescalar.com/
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II. PRIOR WORK

If a cache is defective, the system could still operate correctly
provided that the faulty cache block or word is disabled. One
way to achieve this is by marking a defective cache word/block
with an extra bit that can be added to the set of flag bits of that
block, conditioned that the added bit is not defective. In [5] this
bit was referred to as the fault tolerance bit (FT-bit). The set of
FT-bits for memory words or blocks is called the defect map.
This defect map is used to turn a cache line off in case it is
faulty. Turning a cache line off in an associative cache reduces
the degree of associatively by one. In a direct mapped cache, on
the other hand, every access to a disabled line will result in a
miss. This scheme of disabling faulty blocks is done even when
the cache is protected by single error correcting-double error
detecting (SEC-DED) codes [6].

Replacement techniques, such as extra rows and columns, are
also used in caches for yield enhancement [18] and for toler-
ating lifetime failures [7]–[10] With replacement techniques,
there is no performance loss in caches with faults. However,
the number of extra resources limits the number of faults that
can be tolerated. Another form of redundancy is the use of extra
bits per word to store an error correcting code. Sohi [7] inves-
tigated the application of a single error correcting and double
error detecting (SEC-DED) Hamming code in an on-chip cache
memory and found out that it significantly degrades the overall
memory access time.

The work in [11] suggested resizable caches. This technique
assumes that in cache layout, two or more blocks are laid in
a single row. This assumption allows altering the column de-
coders to choose another block in the same row if a block is
defective. In a technique called PADded caches [5] the decoder
is modified to allow remapping of the defective blocks to other
locations of the cache without destroying the temporal locality
of data or instruction. A recent paper from Intel’s Micropro-
cessor Technology Lab [12] suggested the use of fault tolerant
mechanisms trading off the cache capacity and associatively for
fault tolerance. The proposed approaches while reducing the fre-
quency allows scaling the voltage from a nominal 900 mv down
to 500 mv in a 65-nm technology. The cache size is reduced to
75% or 50% depending on the mechanism that is used. In this
scheme, data that is mapped to defective location is reallocated
to healthy locations. The delay overhead, and the smaller cache
size suggests that this scheme could not be used when high per-
formance is desired, since, not only do we have to reduce the
frequency, but also, due to smaller cache size, the number of
cache misses will increase.

In this paper, a new architecture is presented specifically ad-
dressing power and yield improvement via fault tolerance. The
ability to tolerate process and operational condition induced
faults allows aggressive voltage reduction even in high perfor-
mance mode (fixed frequency), which in turns leads to reduced
power consumption while the performance is not degraded.

III. EFFECT OF VOLTAGE SCALING ON MEMORY

A. Classification of Memory Errors

Memory cell failure is generally divided into ont of three dis-
tinct categories: 1) fixed errors or manufacturing defects, which

are unaccounted shorts and opens in the memory cell and its
supporting logic resulting in erroneous operation; 2) transient
errors which are temporary memory malfunctions as a result of
a transient situation such as an alpha particle attack; and 3) oper-
ating condition dependent errors due to manufacturing process
variation in device physical parameters. This group of failures is
not always present however with change in the memory opera-
tion conditions including voltage and temperature their number
varies. Symptoms of these failures are change in cell access
time, or unstable read/write operations to some locations

Significant contributors to the rapid increase in the number of
process variation induced defects include line roughness, oxide
thickness variations, as well as random dopant fluctuations
(RDF) which results in mismatch between adjacent transistors
threshold voltage [1]. When applied to memory cells, the

variation results in large variation in access and write time
to the memory cells. The dependence of on temperature
makes the write/access time also sensitive to die temperature.
Furthermore, since the transistor speed is a strong nonlinear
function of , the access/read time is also strongly and
nonlinearly dependent on the supply voltage.

B. Modeling Memory Operations Time Under Process
Variation

In this study, the following three types of memory failures
were investigated including read failure (RF), write failure
(WF), and access failure (AF).

1) Access failure occurs when in a given access time (from
activation of wordline to activation of sense amplifier) a
cell cannot create enough differential voltage between bit-
lines.

2) Write Failure occurs when in a given write time a cell
cannot be written.

3) Read Failure is defined as a read operation that destroys
the content of a cell.

We setup an experiment to study memory failures due to
process variability. Adopting from [13], [20] due to RDF effect,
threshold voltage variation is considered as the primary source
of device mismatch. The circuit under test is a standard six tran-
sistor SRAM memory bit cell in a sub-bank of 64 cells con-
nected to the same bitlines. The SPICE models used for the sim-
ulation were obtained from the Predictive Technology Model
(PTM)2 website in 32 nm. The is expected to be 34 mV
[21] in 32-nm technology. Monte Carlo simulations were per-
formed with 10 iterations at each voltage level with a different
threshold voltage assigned to each transistor in the SRAM cell
based on a Guassian distribution. At each simulation point the
following simple marching test is executed:

• write logic “1” to the cell (initialization);
• write logic “0” to the cell:

• measure time to write logic “0;”
• finish SIM either on successful “write” or t =

T_max_write.
• Read a 0 from the cell:

• measure time to create differential voltage Vdiff;
• measure time to bit flip if happened;

2[Online]. Available: http://www.eas.asu.edu/~ptm
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• finish SIM either on “bitflip” or t = T_max_read.
• Write a 1 to the cell:

• measure time to write logic “1;”
• finish SIM either on successful “write” or t =

T_max_write.
• Read a 1 from the cell:

• measure time to create differential voltage Vdiff;
• measure time to bit flip if happened;
• finish SIM either on “bitflip” or t = T_max_read.

For each instant of Monte Carlo simulation the simulated ac-
cess and write time at each voltage level is logged. Thereafter
for each combination of voltage and access time cell failure
probability is calculated by comparing the measured access time
against defined access time. Please note that, the results will vary
by changing the sizing of the cell, architecture of the memory
bank, strength of the write transistors, or by using a different
model card. The trend of change in the mean and standard de-
viation, and association of the failure rate to voltage and access
time (as discussed in the next section) however will not change.

C. Defining System Cycle Time, Safety Margin (SM), and its
Implications on Memory Cell Failure Rate

The failure probability curves are related to voltage frequency
scaling policy. A voltage frequency scaling policy determines
the memory cycle time at each voltage point.
is the maximum of memory access time and memory
write . For a nonpipelined cache the and
are defined as the time required for complete read or write from
memory, whereas for a pipelined cache the terms represent the
longest pipeline stage during read and write operation. In order
to account for process variation at each voltage and
memory write should be accordingly larger than mean
access time and mean write time

(1)

where are the Access and Write safety margins. By
assigning different values to we can define different VFS
policies. Choosing a large result in a large
and increased protection against process variation however de-
grading the system performance. On the other hand, a small
cycle time reduces the safety margin and increases the proba-
bility of failure. Knowing the cycle time at each voltage point
from the Monte Carlo simulation results of section C for each
(voltage, frequency) a probability of failure could be extracted.
The following equation allows us to define different VFS poli-
cies:

(2)

In this equation ( ) are scale factors and are
the standard deviation of access time and write time accord-
ingly. At each voltage the associated mean and standard devi-
ations at that voltage level is used. Equation (2) creates an ex-
panded design space where different policies can be envisioned
based on different values of

If coefficients “ ” and “ ” are set to zero, a special case of
VFS is created, which we refer to fixed frequency voltage scaling
(FFVS). In this policy when lowering the voltage, the cycle

Fig. 1. Probability of cell failure for FFVS for different choices of � in (2).

Fig. 2. Probability of cell failure for VFS for different choices of �, �, and � in
(2).

time stays constant. In this manner the increase in the mean ac-
cess and write time the safety margin. This results in a rapidly
increasing defect rate, albeit, maintaining the memory perfor-
mance. The advantage of this type of voltage frequency scaling
is that the cycle time is constant and if some fault tolerant mech-
anism could handle or mask the increase in the failure rate, a
high performance system at lower power is obtained. Fig. 1 de-
picts the probability of failure for such a scenario. The prob-
ability of failure is the accumulated sum of all three types of
failures (FR, RF, AF).

The rate of change in the cell failure probability could be
better controlled using a VFS policy. Fig. 2 illustrates how
choosing different set of values in (2) results in dif-
ferent trends in probability of failure curves.

Choosing a larger safety margin at a given voltages, increases
the system’s tolerance against process variation however the in-
creased cycle time deteriorates the system performance. The im-
plication on power consumption is twofold. On one hand, the
lower voltage reduces the dynamic and leakage power consump-
tion. On the other hand, the lower performance implies longer
execution and the entire system leaks for a longer time. The ap-
propriate lower voltage limit should be chosen by considering
the maximum tolerable defect rate, the desired performance, and
system total power consumption.
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Fig. 3. Converting the access time of a nonpipelined cache to a pipelined cache.

TABLE I
NOMINAL TIMING OF A PIPELINE CACHE OF SIZE �� WITH 1024 SETS,

ASSOCIATIVITY OF 4 AND BLOCK SIZE OF 16 Bytes IN 32 nm

TABLE II
TERMS AND VARIABLES USED

IV. EFFECT OF VOLTAGE SCALING ON MEMORY LOGIC

In this section, we focus on a three stage pipeline cache as a
case study, but note that the same arguments could be applied
to wave pipelined and nonpipelined caches as well. We specifi-
cally choose the three stage pipeline cache to show some of the
design considerations when a system is designed for FFVS or
VFS policy.3

In a three-stage pipeline cache, the pipeline stages are: 1) de-
coding; 2) memory cell access (which is considered from activa-
tion of the wordline, to the analog operation of reading the target
memory cells into bitlines and ends with sense amplifier activa-
tion); and 3) sensing, MUXing, and driving the output signals. In
this configuration, the second stage (reading the memory cells)
is the longest pipeline stage. This stage is analog and cannot be
pipelined into further stages [1]. Fig. 3 illustrates the timing of

3Although FFVS could be considered as a special case of VFS however the
design implications—especially in pipeline structures—warrant considering
FFVS separately.

a three stage pipelined cache operating at nominal . When
pipelined, every stage in the cache has one cycle to complete
its operation. The cycle length is determined by the delay of the
longest stage in pipeline.

In an FFVS system the second stage delay stays constant
throughout the voltage scaling and the shift in the distribution
of the access/write time is translated to higher failure rates. One
determinant for the lowest possible voltage is the toler-
able failure rate. Another consideration for such system is the
design of other stages of the pipeline (first and third stage in
this case). These stages are purely logic stages. Reducing the
voltage increases the logic propagation time and therefore re-
duces the operational speed of these stages. The delay of these
stages, however, cannot exceed the delay of the second stage at
lower voltages. Therefore, FFVS system must be designed such
that all logic operations complete correctly at the lowest voltage.
This means potentially using larger and faster transistors in the
design. The delay of the logic [19] in the first and third stages is
related to the supply voltage by the following equation:

(3)

On the other hand, if a VFS policy is used; as the voltage
is lowered, the second stage delay increases. Since all
the stages of the pipeline should take equal time, the delay of
the second stage is multiplied by the number of stages in the
pipeline, increasing the access time by and the cycle
time by . In such a case, the delay slack in the first and third
pipeline stages allows the usage of smaller transistor in those
stages to achieve lower power consumption. Table I depicts
the delay of various stages in a cache. The delays are
obtained by simulating a post-layout realization of a
cache whose parameters are described in the same table. Date
presented in Table III includes the delay of the decoder, memory
cell, and the output logic for both tag and data. In this paper,
we assume that all memory components are controlled by a
single variable supply voltage. This assumption is made for the
sake of simplicity and implementation purposes. The first and
third stages have a lower limit on how much their voltage could
be reduced before the stage delay exceeds the second stage
delay (which defines the cache cycle time). In the proposed
cache, when reducing the voltage, the tag decoding stage delay
reaches the cycle time limit before other logic stages and since
all stages are connected to a single supply voltage, this voltage
defines the lower limit of supply scaling

V. PROPOSED ARCHITECTURE

Fig. 4 illustrates our purposed architecture. A cache in this
model is augmented with two auxiliary blocks. The bit lock
block (BLB) is a defect map for the cache and the inquisitive
defect cache (IDC) which is a small auxiliary cache for the pur-
pose of defect tolerance. Both of these auxiliary structures are
kept at high supply voltage when the voltage of the main cache is
scaled. This is to guaranty reliable storage of defect information
in the defect map. The size of these two structures compared to
cache is much smaller and it will be shown that their augmented
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TABLE III
SIMPLESCALAR SIMULATION SETUP

Fig. 4. Proposed architecture.

power penalty is much smaller than that saved by allowing ag-
gressive voltage scaling within the main cache.

A. BLB Defect Map

The number of words that are read from a cache at each read
cycle is referred to as a fetch group (FG). In this architecture,
to create a defect map, we use one bit per FG in cache, which
is stored in the BLB. The size of the BLB is therefore fixed and
proportional to the size of cache.

B. Generating and Updating the BLB

As part of the operation of the system, we need to have a
mechanism for generating the BLB and another one for up-
dating it. Generating the BLB could be accomplished at manu-
facturing time, however testing for multiple vectors significantly
increases the chip cost. Another approach is to generate the de-
fect map at boot time. In this method, at manufacturing time, the
memory is only tested for manufacturing defects at the nominal
voltage process corners, fixing such errors using the available
redundancy and leaving the process variation induced defects to
the combination of the fault tolerant memory (FTM) and built-in
self test (BIST) unit. At run time BIST tests the memory arrays
at lower voltages and write the defect map into BLB. BIST gen-
erates a different BLB for operation at each PVT corner. Defect
maps for previously tested voltages could be saved by the system
in non volatile memory to avoid running the BIST in the future
or can be rerun on demand.

BLB should also be updated by possible defects in the re-
sult of operation environment changes. (e.g., temperate) This is
achieved in one or a combination of the following ways.

1) Usage of Parity Bits: Every time that a new error is discov-
ered, its location is registered in a very small memory (in
our case 16 or 32 entry). Since the newly discovered de-
fect could be a soft error, BLB is not updated immediately.
If the defective FG is detected again the location is tested
using a marching test and upon confirmation it is consid-
ered as an operation environment induced error and is reg-
istered in BLB. Each BLB row has a dirty bit which is set if

Fig. 5. In the first pass defective FGs in window of execution are mapped to
IDC.

a bit in that row is updated. The presence of the dirty bit re-
quires a write back of the BLB information when changing
the voltage level.

2) Running the built-in BIST engine periodically.
3) Using dynamic temperature sensing (DTS) infrastructure,

an approach which is already being adopted by many man-
ufacturing companies in 65 nm and smaller geometries.
DTS is geared towards avoiding overheating but can also
be used for other purposes such as modifying the policy
stacks. In this approach, the system senses the cache
temperature. When a temperature increase exceeding a
threshold is detected, the BIST engine is instructed to
test the heated locations for temperature induced defects.
Upon discovery of a defect, the BLB is updated and its
dirty bit is set. Since temperature is a very slow changing
variable such BIST updates will not occur frequently.

Although IDC is designed for dealing with process variation
defects, it could also be used to deal with manufacturing de-
fects in upper level memories (caches). In other words, manu-
facturing defects could be considered as process variation de-
fects that are present at all corners of the PVT space. With this
in mind if at the manufacturing the number of available redun-
dancy is less than the number of manufacturing defects, condi-
tioned that their number is smaller than available space in IDC
and they are spatially distributed in FGs that are not in close
proximity, they could be masked by the proposed mechanism
allowing increase in the production yield.

C. Inquisitive Defect Cache Memory

The inquisitive defect cache (IDC) is a small associative aux-
iliary cache which temporarily holds FGs mapped to defective
locations in the window of execution (WoE) of its associated
cache. The conceptual view of an IDC enabled cache structure
is illustrated in Fig. 5.

The size of IDC cache could be much smaller than the total
number of defective FGs in a cache. In a sense, the IDC could
be considered as a group of redundancy rows with the main
difference being that mapping to redundancy is fixed and one
time, whereas mapping to the IDC is dynamic and changes with
changes in the addressing behavior of the program. Further-
more, in the IDC case, the defective FGs within the WoE of the
program in the cache are mapped to IDC allowing much higher
coverage than that of a redundancy scheme.
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In Fig. 5, IDC, Cache, and BLB represent the Inquisitive de-
fect cache, cache, and defect map (BLB), respectively. The WoE
and “Int” are conceptual structures (do not exist but drawn to
ease the understanding of IDC structure and its operation) rep-
resenting the WoE of the program in the cache and intersection
of the WoE and BLB, respectively. The BLB marks the defec-
tive FGs in the cache. The WoE marks the in-use section of the
cache (FGs that the processor has recently visited). The “Int” is
in the results defective FGs in the WoE which should be mapped
to IDC. In Fig. 5, the IDC and cache have associativity of 2 and
4, respectively.

If the IDC size and associatively are chosen properly, the WoE
of a process in the cache (after its first pass) should experience
very few defective/disabled words and could be virtually viewed
as a defect free segment in the cache by the processor.

If a FG is defective, its information could only be found in the
IDC since every read/write access to defective words is mapped
to the IDC. The BLB should be designed such that its access
time is smaller than the cache cycle time. Considering the small
size of the defect map when one bit per FG is chosen, and also
the fact that the defect map voltage will not be scaled, makes it
fairly easy to meet this design constraint.

On each access, all three components (BLB, IDC, and Cache)
are accessed simultaneously. However immediately after BLB
feedback the operation on either cache or IDC for the next cycle
is gated to save power. The following section analyzes the ac-
cess scenarios and derives models for energy consumption for
each scenario.

VI. ENERGY MODELS

A. Dynamic Energy

An access to the cache, as illustrated in Fig. 6, initiates par-
allel access to cache, IDC & BLB. In this model however after
the first cycle, based on defect map feedback, access to either
cache or IDC is gated. The dynamic energy consumption when
IDC or cache is gated is presented in

(4)

(5)

As a program shifts its WoE to a new location in cache, it may
access defective locations not covered by IDC. In response
cache declares a miss and data is retrieved from lower levels
of memory hierarchy and placed in IDC. A cache miss due to
access to a defective location in the cache which is not covered
in IDC is referred to as “soft miss.” A soft miss could also occur
if the number of defective FGs that are mapped to one physical
row in the IDC exceed the associatively of the IDC (this case is
illustrated using dashed lines in Fig. 5).

Dynamic power is affected by the miss and soft miss rate. As
the miss rate increases, the dynamic power consumption. High
miss rate could cause the processor to stall, increasing the exe-
cution time. This in turn means that the processor and memory

Fig. 6. Cache access scenarios when defect map refer to IDC, and access to
cache is gated.

would leak for a longer time, increasing the total energy con-
sumption. Considering that in smaller geometries leakage en-
ergy is comparable and even predicted to be dominant compared
to dynamic energy, a considerable energy overhead is expected.

Consider a cache access scenario that results in a miss: the ad-
dress is sent to BLB, IDC, and Cache. All three components start
decoding the address at the same time. Following one of the two
cases explained in Section VI, a miss will occur. System then
initializes access to lower level memory. When data is ready in
the lower level cache, it is transferred to upper level either by
writing to IDC and/or Cache and the cache request is reiniti-
ated. At this time the BLB, IDC, and Cache are accessed again
in parallel.

B. Leakage Energy

Memory leakage power consumption is exponentially related
to the memory supply voltage. At process technologies of 65 nm
and below, the dominant leakage components are subthreshold
leakage and gate leakage. The gate leakage with usage of high
k material will be reduced by a factor of Therefore we
only consider the threshold voltage. The sub-threshold leakage
in MOSFET transistors relates to voltage by

(6)

In this equation, is the thermal voltage, is the
device width, is the drain to source voltage, is the drain
induced barrier lowering (DIBL) coefficient, and are
constants. Term in the equation is a technology dependent co-
efficient obtained empirically.

As discussed previously, leakage energy consumption af-
fected by the miss rate. A miss could potentially increase the
program execution time and therefore the circuit would leak for
a longer period of time.

Using PTM V1.02 and considering the cache to be operating
at 360 K, the total leakage of our proposed cache architecture at
different voltage levels for 32- and 45-nm technologies is com-
pared to the leakage of traditional cache architecture and is il-
lustrated in Fig. 7. At nominal voltage the leakage saving com-
pared to a traditional cache (with no IDC and BLB) is nega-
tive because of the additional leakage overhead from IDC cache
and BLB*.4 However, at lower voltages, saving in the leakage
of cache far outweighs the extra leakage expensed. Notice that
only the voltage in the main cache is scaled while the BLB and

4It is also possible to completely shut off those components when operating
at nominal Vdd therefore eliminating their leakage using power supply gating
transistors.
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Fig. 7. Percentage saving in the leakage power in proposed architecture com-
pared with the traditional cache architecture.

Fig. 8. Sequential mapping of the cache to the IDC.

IDC are kept at their nominal voltages. The leakage savings in
the 32 nm grows more rapidly than the 45-nm technology.

VII. MATHEMATICAL BOUND ON IDC COVERAGE

In this section the upper and lower bounds on the fault
tolerance capabilities of IDC is mathematically analyzed. In
Section VIII, it will be illustrated that some benchmarks utilize
the IDC better than others. The degree of benchmark locality,
size of the WoE, and sequentiality of benchmark contribute to
the extent of IDC utilization. Considering uniform distribution
of MILPV defects in the cache, programs with smaller win-
dows of execution, could better utilize the IDC since expected
number of defects in WoE is lower and possibly of overloading
IDC and/or addressing many defects to the same IDC location is
reduced. In addition, the higher the locality of the information,
the higher the chances that a previously mapped fault to IDC
is reused before it is overwritten. Finally, for sequential code
(codes where the addressing sequence of their program binary
within the WoE are sequential (as opposed to hyper branched))
there is uniform chance of mapping conflict across all rows in
IDC improving the overall utilization of IDC. This is because
as illustrated in Fig. 8, only a subset of locations in the cache
could be mapped to each location in IDC.

In order to demonstrate two extremes of fault tolerance
performance, we consider two program cases: one with hyper
branched addressing (almost every instruction is a branch)

and the other with sequential program binary addressing. The
probability of a fetch group failure is

(7)

We define a clean access as “an access to one line in the WoE
which is either mapped to a defect-free FG in the cache or to a
FG previously mapped to the IDC.” Note that such access could
still result in a miss however the miss is not due to addressing
a defective FG, but rather to a failure in tag matching (i.e., the
intended information is not in the cache).

Based on Fig. 8, if the binary in the window of execution is
highly sequential, lines in WoE could be mapped to each
IDC line. In this case, access to one line is clean if either the
accessed FG is defect free , or if it is defective and mapped to
IDC and its IDC address is not in conflict with more than “S-1”
FGs that need to be mapped to one line in the IDC. In another
words, there is less or equal to defects in the other
lines that are mapped to the same physical address in the IDC
that the current FG need to be mapped to. Thus, we have

(8)

In which is the probability that there are less that other
lines mapped to the associated line in IDC

(9)

In which stands for the probability that “ ” other
FGs in the WoE are mapped to that exact same location in IDC.
Therefore

(10)

For the case of hyper branched binary addressing of the pro-
gram within the WoE, each of the lines in the window of ex-
ecution is equally likely to be mapped to any line in the IDC.
Therefore the probability of a clean access to one line is ob-
tained by replacing in (10) by .

The probability that every access to the WoE is clean is de-
termined by . Therefore the probability of clean
access in WoE for sequential and hyper branched addressing are

(11)

(12)

Based on this analysis it is interesting to investigate how the
program behavior in terms of sequentiality could result in dif-
ferent utilization of the IDC. Fig. 9 illustrates the probability of
clean access to the WoE for two programs with identical length
in WoE utilizing the same size IDC but one with sequential ex-
ecution in the WoE, and the other with hyper branched binary
addressing. One can clearly identify that a program with sequen-
tial binary addressing maintains perfectly clean access even for
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Fig. 9. Probability of clean access for a complete sequential and hyper
branched access to the cache when IDC structure is used, compared with
probability of clean access for the cache of the same size when IDC is not in
use.

(and therefore could go to lower Vdd) while a pro-
gram with hyper branched binary addressing starts to deterio-
rate much earlier (i.e., at higher Vdd). For practical benchmarks
usually the probability of clean access is between these two ex-
tremes.

Fig. 10 reveals the effect of changing the size or associatively
of the IDC on the probability of clean access. The WoE in all
cases is fixed and a local and sequential binary addressing in
the WoE is considered. From Fig. 11, it implies that increasing
the associativity results in better coverage. However increasing
associativity results in increased dynamic power consumption
due to the increase in the number of active comparisons in each
access. On the other hand, increasing associativity, potentially
reduces soft misses (due to access to a defective location) and
therefore total energy consumption could improve, which im-
plies an optimal point for the associativity of the IDC. In other
words, there exists a pair of (associativity, row size) for each
program that will result in the lowest power consumption. How-
ever, since for most programs WoE behavior changes dynami-
cally and different programs have different size WoEs it is not
possible to find one optimal solution for all scenarios. However,
the system can dynamically change the size and associativity
of the IDC to target this optimal operating point. Another inter-
esting observation is the relation between the size of the WoE
and probability of clean access, or the ability of the IDC to pro-
vide a defect free view of the WoE for the processor. Fig. 11
illustrates this relationship for a sequential program.

VIII. SIMULATION RESULTS

A. Simulation Setup

We used SimpleScalar1 as a system simulator to study how
using IDC improves MILPV tolerance. SimpleScalar is aug-
mented with necessary code to model an IDC-enabled cache
hierarchy. The energy consumption of IDC, Cache, and BLB
is obtained from post layout simulation of different access sce-
narios in 32-nm technology. SimpleScalar is updated with this
information for the book keeping purpose to calculate the en-
ergy consumption based on a per access scenario. The simulated
system configuration data is provided in Table VII.

Fig. 10. Comparison of probability of clean access when changing the cache
size and associativity.

Fig. 11. Probability of clean access for different sizes of WoE.

The cycle time of the cache structures L1 and L2, based on
(2) is defined using parameters at each
voltage point. The associated probability of cell failure curve
for this simulation is drawn in Fig. 2. In order to calculate the
energy consumptions, based on failure probability curves, we
assumed uniformly distributed defects in cache structures. After
randomly fast forwarding through 1B to 2B instructions in the
benchmark, we ran the benchmark for a total of 1B instructions,
calculating the sum of dynamic and leakage energy consump-
tion. The process of distribution of defects and the benchmark
simulation is repeated 250 times to reduce the chances of acci-
dental over or under utilization.

B. Benchmark Simulation Results

For our case study, we consider the total energy consumption
in L1 data and instruction caches as well as the IDC of data and
instruction cache and their associated defect map. Figs. 12 and
13 illustrate the percentage of energy saving of each benchmark
in data and instruction cache respectively when compared to its
total energy consumption at the nominal voltage. It is assumed
that the IDC and BLB are power gated when the whole cache is
operating at nominal voltage in order to eliminate their leakage.

The savings in dynamic energy consumption increases when
reducing the supply voltage but only up to a certain point re-
ferred to as “turning point,” or . Further lowering the
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Fig. 12. Percentage saving in total energy consumption for different SPEC2000
benchmarks in L1 data cache.

increases the number of defective FGs beyond the toler-
ance of the proposed architecture and abruptly increases the
miss rate, sharply increasing the dynamic energy consumption.
In addition to the supply voltage, execution properties of each
benchmark affects the extent of its energy saving. IDC stores
defective FGs inside the WoE. Therefore programs with rapidly
changing WoE (multiple branching, and generally less local),
or those having very large window (such that the number of de-
fective words inside that window exceeds the IDC size), will
gain lower energy savings. The “eon” and “crafty” benchmark
in Figs. 12 and 13 are programs with multiple small but long
executing loops, small execution window and good locality. On
the other extreme, “mcf” and “art” benchmark are less local with
rapidly changing execution windows. Other benchmarks fall be-
tween these two extremes. Note that when migrating to more ag-
gressive nodes (smaller geometries), leakage will become dom-
inant, allowing lower . However, there will always be a sat-
uration point since the extra soft misses not only increase the
dynamic power consumption by requiring access to lower level
memories, but also increase the execution time allowing the cir-
cuit to leak for a longer period.

The energy savings that are reported in Figs. 12 and 13 are for
a VFS policy defined by parameters .
By choosing a different set of parameters for (a,b,c) the failure
rate and therefore the amount of utilization of IDC at different
voltages will change. Table IV reports the best, worst and av-
erage power savings as well as associated with different
policies (32-nm technology). As a reminder, when and are
chosen 0, the voltage scaling policy is FFVS.

Fig. 13. Percentage saving in total energy consumption for different SPEC2000
benchmarks in L1 instruction Cache.

TABLE IV
MIN/MAX/AVERAGE VOLTAGE TURNING POINTS AND ENERGY SAVING

ACROSS ALL BENCHMARK IN 32 nm

C. Choosing the IDC Size

By choosing different sizes of IDC, one could trade area for
larger fault tolerance and consequently change the amount of
expected power savings. Using a larger size IDC reduces the
number of soft misses but at the same time increases static
power. Depending on its organization, a larger IDC could also
consume larger dynamic energy. We now attempt to quantify
those tradeoffs using area and power savings estimates based
on estimation and simulation approach.

1) Area Overhead Analysis: Using area figures from CACTI
for the main cache ( , 2 Banks), IDC (of size 32 rows /2 way
associative) and BLB in 32-nm technology, an area overhead of
7.69% is incurred. This area overhead is less than that reported
in [3] since the defect map is generated at a larger granularity
(FG rather than word) and therefore the area of BLB is reduced.
Our layout of an IDC enabled cache (in 45-nm technology using
TSMC-45LG and ICstudios) resulted in a design with 7.31%
area overhead. The total area penalty (including BLB and IDC)
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TABLE V
TOTAL AREA PENALTY OF L1 INSTRUCTION CACHE WHEN USING DIFFERENT

IDC SIZES (2-WAY CACHE IS ASSUME)

for different choices of IDC size in 32-nm technology node is
summarized in Table V.

Note that based on the size of the cache, the technology, the
size ratio of IDC to cache, and many other parameters, this area
overhead is subject to change. However our purpose in pro-
viding the area overhead data is to clarify that the area cost to im-
plement the proposed cache is indeed small and acceptable. Fur-
thermore, it is important to note that the proposed scheme can
also be used to correct for manufacturing defects and therefore
remove the need for built-in self repair (BISR) (but not BIST),
the actual penalty can be much less when compared to memo-
ries with BISR.

2) Power Saving Analysis: In order to illustrate how
choosing the IDC size changes the expected power saving, we
simulated the configuration given in Table III for IDC sizes
of (4, 8, 16, 32, and 64) across three different benchmarks.
Benchmark “perlbmk” represent the highly localized bench-
mark that well utilizes the IDC. On the other hand benchmark
“lucas” represent the opposite extreme benchmarks with less
localized addressing pattern and finally benchmark “equake”
that represent the average case benchmarks.

Fig. 14 illustrates the energy savings for the above bench-
marks as a function of and IDC size. A Noticeable trend
is the difference in the expected energy savings of each bench
mark for different sizes of IDC at lower voltages. At lower volt-
ages, the smaller IDCs consume less static power and therefore
result in better energy savings. However the smaller size IDCs
reach the earlier than larger size IDCs; therefore their max-
imum power savings could be less than that of a larger IDCs.
As the IDC size grows, the maximum power saving also grows
but the difference with the previous point become smaller, and
at some point (IDC size in average and low benchmark)
even the larger size IDC is expected to have equal or less power
saving compare to a smaller IDC size (due to large increase in
the probability of failure at lower voltages and also increased
static power saving in the larger size IDCs).

IX. USING IDC TO REALIZE A FASTER MACHINE

Basically IDC increases the fault tolerance of the Cache from
that handled by redundancy alone to a much higher failure rate.
On the other hand based on what was discussed before regarding
the distribution of access and write time, we have demonstrated
that by shortening the cycle time the probability of failure in-
creases. An alternative way to utilize the IDC is to realize the
fastest fault-free machine at a given supply voltage by short-
ening the cycle time up to the limit of IDC fault handling capa-
bility. This effectively defines the upper limit of a VFS policy
at each voltage point.

In order to demonstrate the idea for the system defined in
Table III and using SimpleScalar1 we simulated the system for
different random distribution of faults in the L1 data and in-
struction caches. As it turned out for probability of failure of

Fig. 14. Percentage saving in total energy consumption for perlbmk, equake,
and lucas benchmarks in L1 data cache when changing the IDC size.

TABLE VI
TOLERABLE CELL FAILURE PROBABILITY FOR DIFFERENT SIZES OF IDC VALID

FOR ALL SPEC2000 BENCHMARKS FOR A �� �� CACHE

or less the IDC is capable of hiding the defect from
the processor for all the SPEC2000 benchmarks. This proba-
bility of failure for some other choices of IDC size is listed in
Table VI. Knowing the highest tolerable failure probability of
the system, we searched at each voltage point (trough a Monte
Carlo simulation) for an access time that provides such proba-
bility of failure.

In order to define a baseline, the same analysis is performed
for a cache without IDC. In this case, the cycle time should
be large enough such that the resulting probability of failure
achieves the production yield expectation, meaning it is small
enough that it could be tolerated using available redundancy.
Consider, as an example, that the probability of failure of 10
is desired to meet the expected yield for a cache. Through
a Monte Carlo simulation for a 10 failure rate, one can obtain
the associated cycle time. Fig. 15 compares the minimum cycle
time of a IDC to that of a traditional cache of the same size.
As illustrated, the IDC allows the system to operate at lower
cycle times that are can be up to 25% shorter at sub-500 mV
supply.

X. EFFECT OF CHANGE IN THRESHOLD

VOLTAGE DISTRIBUTION

Threshold voltage variation is the cumulative result of vari-
ation in the physical parameters of transistors devices. The
major contributors to the threshold voltage variation in sub
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Fig. 15. Minimum cycle time improvement when IDC is used to realize a faster
machine.

Fig. 16. Probability of cell failure for different standard deviation of threshold
voltage ��� �.

manufacturing, as discussed in Section III, are the RDF
and LER. The degree of introduced variation changes from
factory to factory. In this section we examine the change in
the probability of memory cell failure for different measures
of threshold voltage standard deviation . Fig. 16 il-
lustrates the probability of memory cell failure obtained
from Monte Carlo simulation when the standard deviation of
threshold voltage is chosen form (30, 34, 40 mV)
accounting for more and less matured processes. In order to be
fair the failure probabilities are calculated for memories with
the same performance (cycle time); the memory cycle time at
each voltage is constant across different choices of and is
determined based on (2) using parameters
for the . The choice of in (2) re-
moves the correlation of memory cycle time to the threshold
voltage distribution, allowing us to study the trend of change
in the failure probability with change in standard deviation
of threshold voltage. Fig. 16 illustrates that with reduction in

the probability of cell failure across different voltages
improves. In addition the change in the threshold voltage affects
the more severely in lower voltages. Configuring a 16 rows
long two ways associative IDC with a L1 cache, based
on Table VI, successfully hides defect rates below
with negligible loss in performance. This probability of failure,
as suggested by Fig. 16, is obtained at a different voltage as

Fig. 17. Change in the minimum voltage with change number of IDC rows
with associativity of 2.

TABLE VII
EFFECT OF CHANGE IN � ON � AND TOTAL ENERGY CONSUMPTION,
ENERGY SAVINGS OF THE SYSTEM FOR DIFFERENT � IS COMPARED WITH

� � �� CASE AND IS REPRESENTED BY �

the changes; a more mature process exhibit the same
probability of failure at a lower voltage, allowing the
cache to be operated at a lower voltage . Table VII
summarizes the for different standard deviation when
probability of cell failure is kept constant on while

equation is used for cycle time. Reduced
allows a lower . Ability to use a lower

improves the extent of achievable energy saving. To better
illustrate this we have simulated the “crafty” benchmark (from
SPEC2000 suit) across range of defined by change in
for a fixed failure probability of . System simulation
is performed 300 times. In each simulation defects are ran-
domly and uniformly distributed in the memory, the system
is then simulated and based on book keeping data the energy
consumption of the system for each choice of is
calculated and compared with that of . Change
in the percentage of energy consumption in comparison with
that of is referred to as , calculated based on
(13) and presented in Table VII

(13)

IDC size determines the extent of system’s fault tolerance.
Choosing a larger IDC increase the area overhead, in turn
reducing the by tolerating more defects. Fig. 17 illus-
trates how changing the size of IDC changes the limit of the

. This figure also captures the effect of the variation in the
standard deviation of threshold voltage on the limit of .

XI. CONCLUSION

In this paper, we targeted caches for aggressive supply
voltage scaling. We present a new architecture that uses an
auxiliary cache (IDC) and a defect map (BLB) to enable signif-
icant overall power savings while maintaining low failure rates.
The proposed approach can be extended in many ways, such as
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considering whole memory hierarchies, and defining policies
for voltage-frequency power management that are more ef-
fective than traditional ones assuming “defect free” operation.
The impact of this technique becomes more pronounced with
decreased process geometries.
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