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Abstract— Technology scaling of complementary metal-oxide—
semiconductor has resulted in new thermal behavior where
increase in operating temperature results in reduced circuit
propagation delay. This paper exploits this inverse thermal
dependence (ITD) for power, performance, and temperature
optimization in single-core and multicore processor architectures
for various thermally hot and cold applications. Since ITD
increases the maximum achievable operating frequency of a
processor at high temperatures, it is used to reduce the execution
time of applications. Dynamic thermal management (DTM)
techniques, such as activity migration (AM), dynamic voltage
frequency scaling (DVFS), and throttling, are modified to leverage
ITD to either enhance the performance or the energy efficiency.
While recent work observed the ITD effect for 45- and 32-nm
technologies, in this paper, we explore future technologies through
predictive SPICE models for 20-, 14-, 10-, and 7-nm technologies.
The results show that the ITD-aware techniques reduce the
execution time, energy-delay product (EDP) and energy-delay-
square product by up to 28%, 33%, and 48%, respectively.
Moreover, the ITD-aware DVFS yields the lowest execution time
while resulting in the most uniform thermal profile and thus
enhanced reliability. Overall, the ITD-aware techniques reduce
the execution time and EDP, both in combination with DTM
techniques or stand-alone, especially at lower than nominal
operating voltages.

Index Terms— Dynamic thermal management (DTM), dynamic
voltage frequency scaling (DVFS), inverse thermal depen-
dence (ITD), submicrometer complementary metal-oxide—
semiconductor (CMOS) technologies.

I. INTRODUCTION
EDUCING the feature sizes has been an ongoing trend
in the processor design technology. Supply and threshold
voltage scaling is done to control the increase in the power
density. It should be noted that various design concerns do
not allow the supply and threshold voltages to be scaled at the
same rate, as the processor dimensions are scaling. Thus, with
technology scaling, the power density is still increased, which
results in an increase in the temperature. Such an increase in
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the power density is more significant for smaller feature sizes
as shown in [1]. Huang et al. [2] show that with a scaling
feature size of 0.755x, the power density is increased by
1.096x at a 45-nm technology node, while the same feature
scaling of 0.755x at a 14-nm technology node increases the
power density by 1.175x.

Thus, while the dimensions are scaling along with the
supply and the threshold voltages, the power density of the
processor still increases dramatically, which causes overheat-
ing and reliability issues, calling for new solutions to be
developed for a low-power and low-temperature design.

As the integrated circuits enter into the deep-submicrometer
complementary metal-oxide—semiconductor (CMOS) tech-
nologies, their thermal behavior changes significantly.
Traditionally, as CMOS temperature increases, a propaga-
tion delay of the circuit also increases due to the lower
mobility, which slows down the circuit. In the submicrometer
technologies however, at low-operating voltage, an oppo-
site behavior is observed—the circuit propagation delay
reduces. This phenomenon is called the inverse temperature
dependence (ITD) [3].

ITD introduces many new challenges as well as opportu-
nities in the design and optimization of the circuit. Design
corners will have to be reinvestigated, and power reduction
and thermal management techniques will have to be adapted
accordingly to achieve the lowest execution time without
introducing any failures. With ITD, at high temperatures,
the circuit will be able to benefit from the frequency headroom
offered due to the reduction in the propagation delay. For
applications in which the performance is heavily impacted by
the operating frequency (frequency-sensitive applications), this
headroom can be exploited to enhance the performance.

However, in order to observe the ITD and its benefits
on frequency scaling, the circuit will have to work at low
voltages (typically lower than the nominal), which will in
turn decrease the operating frequency of the circuit. On the
other hand, operating the circuit at the nominal voltage where
no ITD is observed results in higher energy consumption
and increased temperature. Therefore, the ITD phenomenon
offers several new power and performance tradeoffs at various
design corners.

This paper investigates ITD in the future CMOS tech-
nologies to understand whether further scaling will increase
the significance of the ITD. In this paper, several design
optimal points are explored for the 7-, 10-, 14-, and 20-nm
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predictive technology models (PTMs) [4]. At the circuit level,
we use fully synthesizable LEON3 core to understand the
impact of ITD on processor maximum achievable operating
frequency.

For circuit simulations, the complete critical paths were
explored rather than just a few basic cells (NAND, XOR, and
so on) or an inverter-based ring oscillator. The results of circuit
characterizations are used at the architectural level to simulate
the impact of ITD on dynamic thermal management (DTM)
techniques to explore opportunities for improvements.

For architecture simulation, both single-core and multicore
architectures are studied. The simulation results of 12 different
applications from Media and Spec benchmarks are studied.
The studied applications are divided into two different groups,
namely, thermally hot and cold applications. Various tech-
niques for thermal management, performance improvement,
and energy-efficiency enhancement are proposed for each
group of applications accordingly.

The contributions made by this paper are summarized as
follows:

1) characterizing propagation delay by performing accurate
SPICE-level analysis on LEON3 processor at six voltage
levels and various temperature ranges for four PTM
technologies to understand ITD trends with technology
scaling;

2) carrying out accurate simulations to suggest architecture-
level solutions to leverage the ITD effect to enhance
the performance and energy efficiency of various
applications;

3) proposing stand-alone ITD-aware dynamic frequency
scaling (DFS) to enhance the execution time of
applications;

4) studying how the DTM techniques change in presence
of ITD for the future submicrometer technologies;

5) combining ITD-aware techniques with various DTM
techniques to not only enhance performance but also
enhance the thermal profile and energy efficiency;

6) analyzing how various operating conditions, including
the voltage, frequency, and technology node, affect the
ITD and how the DTM techniques have to be modified
to leverage the ITD at various operating points.

Based on the simulation results, we make the following
observations.

1) The ITD-aware techniques enhance performance in
terms of instruction per second (IPS) by up to 28%.

2) The ITD-aware techniques reduce the energy-delay
product (EDP) and energy-delay-square product (ED2P)
by up to 33% and 48%, respectively.

3) The ITD-aware dynamic voltage and frequency scaling
(DVES) yields the lowest execution time while pro-
ducing the most uniform thermal profile resulting in
enhanced reliability. We show that overall in submi-
crometer technologies, leveraging ITD speeds up the
processor.

4) ITD is more significant at lower operating voltages, and
thus, operating the core at lower than nominal voltages
and utilizing an ITD-aware DTM technique yields the
lowest EDP results.

This paper is organized as follows. Section II introduces
the related work. Section III provides the background on ITD.
Section IV shows how the propagation delay changes with
respect to temperature and operating voltage for various tech-
nology nodes. In Section VI, a number of SPEC and media
applications are characterized and categorized into cold and
hot applications. In Section VII, we introduce ITD-aware
thermal management techniques. Section VIII introduces
the simulation framework. In Section V, we introduce our
ITD-aware algorithm for single-core and multicore applica-
tions. Section IX presents the results and evaluates them.
Section XI presents our conclusion remarks.

II. RELATED WORK

Prior works have focused on the implication of the ITD
on circuit design and how ITD changes the device behavior
and design corners. Reference [5] proposes a test structure
with a built-in polyresistor-based heater to characterize ITD
in digital circuits. Reference [6] carries out a study of the
ITD phenomenon at low-voltage supplies. They discuss ITD’s
consequences for the static timing analysis and propose a
proper handling of ITD in an industrial sign-off tool. In [7],
possible temperature instabilities in the low-voltage regime
are described by using circuit simulation environments incor-
porating temperature change in time. The experiments are
carried out using metal-oxide—semiconductor field-effect
transistor and 32-bit adder circuit in a quarter micrometer
CMOS technology with a low threshold voltage of 0.25 V.
Verma and Mishra [8] show that with increased temperature,
propagation delay of LECTOR-based CMOS NAND gate and
conventional NAND gate decreases approximately linearly.

Besides studies on the ITD phenomenon, various works
have proposed various approaches to leverage the ITD effect
at high temperatures to improve energy and delay of the
circuits. In [3], the effect of ITD is investigated for the
behavior of the clock tree mapped on an industrial 65-nm
CMOS technology, and ITD is shown to occur at low-
operating voltages. In [9], a dual-v; circuit is proposed for a
commercial low-power 65-nm CMOS technology under ITD
to ensure the temperature-insensitive behavior of the circuit.
Latif ef al. [10] use the available power headroom at low
temperatures to increase the voltage when the temperature is
below a certain level to enhance the performance. While the
focus of the latest work is on the effect of ITD in current
technology nodes (see [3], [9], [10]), it is important to explore
ITD impact on the future nodes as well. This paper investigates
ITD in the future CMOS technologies to understand whether
further scaling will increase the significance of ITD.

On DTM, processor thermal characteristics at the architec-
tural level have been studied extensively in recent years [11].
Several techniques have been proposed to reduce chip tem-
perature in single-core [11]-[13] and multicore architec-
tures [14]-[20]. These techniques either migrate the processor
activity [21] or adapt processor resources to reduce tem-
perature [11]. In the latter, the utilization across processor
units is balanced to control the power density. DVFS has
also shown to be effective in balancing the temperature of
processor [14], [22].
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These techniques have been widely studied at the architec-
tural and operating system levels without considering the ITD
phenomenon. This paper shows how ITD can be exploited to
enhance the benefits of DTM techniques for power, perfor-
mance, and energy-efficiency improvement.

III. INVERSE THERMAL DEPENDENCE

In order to understand the effect of temperature on the
behavior of CMOS transistors, a proper model should be
utilized. Numerous models have been used to present the
behavior of the CMOS transistors. The square law model in (1)
estimates the drain current of CMOS transistor operating in the
saturation mode [23]

w
Ip = it x Cox— (Vas = Vi)? (1)

where Ip is the drain current, u is the mobility, Cox is the
oxide capacitance, W and L are the channel width and length,
Vgs is the gate—source voltage, and V; is the threshold voltage.
Mobility and threshold voltage are two parameters that are
dependent on the temperature; however, they work on opposite
directions. While an increase in the temperature reduces the
mobility, and thus slows down the device, it reduces the thresh-
old voltage, which enhances the device speed according to (1).

At high-operating voltages, the threshold voltage change
has little effect on (Vgs — V;), and thus, the mobility deter-
mines the effect of the temperature on the device speed.
However, at low-operating voltages close to the thresh-
old voltage, the difference between (Vg and V;) is small.
Thus, small variations in V; result in a significant change
in (Vgs — V), ie., (0(Vgs—V;)/(Vgs — V;)) is high. The vari-
ations in (Vgs — V), in turn, translates to variations in the
current and the propagation delay. Thus, at low-operating volt-
ages, the influence of variations in V; on the propagation delay
is more significant than the variations in the mobility. In other
words, (d1p/oV;) is higher than (6Ip/du). As a result, the
thermal behavior of the transistor is mostly determined by
variations in V; [24], [25].

As the technology scales down, the operating voltage
approaches the threshold voltage. Thus, when working at
slightly lower than the nominal voltage, increasing the tem-
perature reduces V; and allows the device to switch faster at
higher temperature. This phenomenon is called the ITD.

The ITD effect has been observed for the existing technol-
ogy nodes for specific cells in [3], [5], and [6]. For instance, [5]
shows that for the 130-nm technology, the maximum fre-
quency of an inverter chain oscillator increases at elevated
temperatures for lower operating voltages (i.e., 0.55 V). In [6],
the delay of a NAND cell at a 90-nm technology is shown to
increase at elevated temperatures for the operating voltages of
lower than 1.12 V.

In Section IV, we show that, the propagation delay of the
critical paths in a LEON3 processor is actually reduced at
high temperature using accurate SPICE models. Moreover,
the decrease in the propagation delay is higher at low-
operating voltages and smaller technologies. Several works
have focused on the implication of the ITD on circuit design
and how ITD affects the design corners. Traditionally, in terms

of voltage and temperature, the slow corner of a design is
verified at low voltage and high temperature, and the fast
corner is verified at high voltage and high temperature [6].
The inverse thermal behavior of submicrometer CMOS tech-
nologies changes the design corners. In all of these studies,
various circuit-level techniques have been investigated for the
existing technologies (e.g., 65 nm) in [3] and [9] to prove
the existence of ITD or leverage the frequency headroom to
enhance the performance [9], [10]. In [1], in this paper, ITD
was explored for PTM technologies to not only predict the ITD
behavior for emerging technologies but also to explore system-
level techniques to dynamically change the frequency of the
applications leveraging ITD. In this paper, ITD is explored for
various emerging technologies at deep submicrometer and at
different temperature levels. Such an analysis allows a high-
level exploitation of ITD. An analysis of various applications
with a different thermal behavior allows a more profound
understanding of the efficiency of ITD-aware solutions for
performance, power, and energy-efficiency improvements.

While we discuss and study the ITD phenomenon for
CMOS technologies, the same trend has been observed for fin
field-effect transistors (FinFETs). According to [26] and [27],
fabricated FinFETs operating at subthreshold voltages report-
edly have increased current as die temperature rises.
Huang er al. [28] show that this effect is due the narrowing
of the bandgap and changes in carrier mobility, induced by
tensile stress effect of the insulator in the FinFET structure (the
tensile stress from the insulator layer to the fin body affects the
device characteristics more significantly as technology scales
down). Since the methods suggested in this paper benefit
from increased speed of the device at elevated temperatures,
the suggested ITD-aware techniques are applicable to devices
operating with the FinFET technology.

IV. ANALYSIS OF ITD AT THE CIRCUIT LEVEL
FOR CMOS TECHNOLOGIES

The latest work has explored the effect of ITD in current
technology nodes [3], [9], [10]; however, it is also impor-
tant to explore ITD impact in the future CMOS technology
nodes. This paper first investigates ITD in the future CMOS
technologies to understand whether further scaling increases
the significance of ITD. We use PTM [4], which is an
evolution of Berkeley PTM [29] for our simulations. PTM
provides accurate, customizable, and predictive models for
future transistor and interconnect technologies. Reference [30]
evaluates the PTM models for various studies. For instance,
in [31]-[34], the error in prediction of /p when the transistor
is ON is 1%, 1%, 3%, and 4%, respectively.

We synthesize LEON3, a fully synthesizable VHDL model
for open SPARC V8 32-bit processor architecture [35] using
Synopsys Design Compiler and extract multiple critical paths
for further analysis. Synopsis design compiler provides a
detailed gate-by-gate report for entire paths in the design. The
paths have various delays. We select ten paths with maximum
delays and use the PTM transistor models to reconstruct
the SPICE models for each gate in the paths. Subsequently,
we observe how various temperatures affect the path delay for
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Fig. 1.

each cell using SPICE simulations. We calculate the modifi-
cations to the path delays by combining all the gate delays in
the path. To provide accurate analysis of ITD characteristics in
a processor design, in these simulations, the complete critical
paths were explored rather than just a few basic standard cells,
such as NAND and XOR, or an inverter-based ring oscillator.

Additionally, since gate-level netlist from Design Compiler
does not include RC delay, we simulated dominated paths
using 7-Models for Metal4—Metal7 layers (that are usually
used for signal routing) for 20 nm. For our simulations,
we assumed different wire lengths (1, 50, and 100 um).
Moreover, we selected appropriate drivers for each case that
resulted in maximum acceptable slew rate as physical design
tools do. Our simulation results show that the worst case
delay degradation occurs for the lower metal layer (Metal4)
and longer wire length. Assuming that 20% of our postlayout
top critical path will be RC delay and 80% cell delay,
the difference between prelayout and postlayout speedup for
25 °C-125 °C will be 7% lower in 20 nm at nominal voltage.
In other words, postlayout speedup as a result of increase in
temperature is lower than that of prelayout. This is mostly
due to the fact that resistance (R) increases with temperature,
which in turn increases the RC delay at higher temperatures.
Since we do not have access to a full library of cells at
14, 10, and 7 nm, for the remainder of this paper, we use
the prelayout results.

The focus of this paper is to show the trend of temperature
effect as we scale down the technology to build a model
to use at the system and the architecture levels. Our pro-
posed methodology is not limited to the particular studied
LEON3 design, and is applicable to arbitrary designs, since we
carry out an accurate measurement of temperature delay at var-
ious process—voltage—temperature. More specifically, we run
HSPICE simulation on a set of critical paths extracted from
various operating points as an indication of the longest path
delays for the LEON3 processor at all operating conditions.
Since various factors, including the process variation, could
change the critical paths at different design corners, by study-
ing not only a single, but many critical paths in the design,
we take the effect of process variation into account. It should
be noted that, several factors, such as device aging, wear-out,
and process with variation and thermal imbalance, change the
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Propagation delay of a critical path in LEON3 for (a) 7 and (b) 14 nm.

critical paths of a design. Therefore, it is important to first
identify the impact of these factors on the critical path delays
and then analyze the influence of ITD.

We studied 7-, 10-, 14-, and 20-nm technologies, for which
the nominal voltages are 0.7, 0.75, 0.8, and 0.9, respectively.

Fig. 1 shows the average path delay for various critical
paths in LEON3, for the 7- and 14-nm PTM technologies.
Fig. 1(b) shows that for the 14-nm technology, with an
operating voltage that is 60% of nominal voltage, the critical
path delay at 87.5 °C is 33% lower than the critical path
delay at 50 °C. For the 7-nm technology, with the same
operating voltage of 60% of the nominal voltage, the critical
path delay at 87.5 °C is 38% lower than the critical path
delay at 50 °C. This indicates that the impact of ITD on
critical path delay increases further as the technology scales
down. Thus, for these technologies, there will be a headroom
at high temperatures for increasing the frequency as long as
overheating of the device does not introduce reliability issues.
Moreover, for all the studied technologies, the reduction in the
critical path due to the elevated temperature is more significant
at low-operating voltages.

The SPICE simulation was carried out for multiple critical
paths at various design points at a fine-grained level. Fig. 2
shows the average critical path delays of LEON3 at 7- and
20-nm technologies as a function of the temperature and
operating voltage. Fig. 2 shows that the 7-nm technology is
faster than the 20-nm technology, which is to be expected.
Fig. 2 provides a visualization of the ITD phenomenon. Fig. 2
shows that the variations of the critical path delay with respect
to the temperature are insignificant at voltages close to nominal
voltages, and are positively correlated with the temperature.
However, at low-operating voltages close to the threshold
voltage, the correlation gradually changes to negative (i.e., ITD
phenomenon), and the changes in the critical path delay are
more significant at low voltages. Moreover, Fig. 2 also shows
that the sensitivity of the critical path delay to the temperature
is more significant for 7 nm in comparison with the 20-nm
technology.

V. LEVERAGING ITD TO ENHANCE PERFORMANCE

Based on the simulation results, the frequency headroom
available at elevated temperatures due to the ITD effect can
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Fig. 3. Reduction in propagation delay (speedup) when the temperature rises from 50 °C to 75 °C. (a) Prelayout. (b) Postlayout assuming 80%—-20% cell-RC

delay. (c) Postlayout assuming 50%-50% cell-RC delay.

TABLE I
SPEEDUP OF THE CIRCUIT AT ELEVATED TEMPERATURES

Speedup Speedup Speedup Speedup

Tech. 2p-Voltase  50°C' — 62.5°C 50°C' — 75°C’ 50°C — 100°C' Nom. Voltage
Nowm_Voltage
0.65 T117 1261 1542 3.680
7nm 0.75 1.058 1.15 1181 2.101
085 1.037 1.089 1297 1426
0.65 1.086 1.186 1377 3.636
10nm 0.75 1.054 1.118 1.236 1.990
0.85 1.033 1.070 1.137 1.405
0.65 1.079 1166 1.334 3263
14nm 075 1044 1.091 119 1.903
0.86 1.025 1.052 1121 1.384
0.65 1.043 1.089 1.178 2.406
20nm 0.75 1.020 1.043 1.07 1.653
085 1015 1.035 1.069 1292

be used to speed up the processor. However, it should be noted
that the circuit needs to operate at low voltages (lower than
the nominal) in order to observe the ITD effect. Table I shows
the range of speedup at elevated temperatures for various
operating points for 7-, 10-, 14-, and 20-nm technologies.
Arguably, when the circuit is operating at voltages lower
than the nominal voltage, the maximum frequency is typically
lower. Thus, in order to make a better comparison with the
speed of the circuit working at the nominal voltage, Table I
also shows the speedup of the circuit, if we run it at the
nominal voltage. On the other hand, running the circuit at
the nominal voltage results in higher power dissipation and
increased temperature. Thus, thermal management techniques
have to be used, which in turn slows down the circuit.
An overview of Table I shows that, the operating condition that
yields the lowest execution time cannot be easily determined,
as it heavily depends on power and thermal profile of the
processor, which is decided at run time, and is application
dependent and requires architecture-level control.

Fig. 3 shows the speedup of the critical path when the
temperature rises from 50 °C to 75 °C, assuming prelayout
simulation results in Fig. 3(a), as well as postlayout simulation
with two assumptions for wire delay [80%—20% cell-RC delay
in Fig. 3(b) and 50%-50% cell-RC delay in Fig. 3(c)] in
the critical path. The results show improved critical path
delays, even with pessimistic wire-delay assumptions. Regard-
less, the methodology proposed for the analysis presented
in this paper remains the same, and as long as increasing
the temperature reduces the critical path delay, the proposed
ITD-aware techniques enhance the performance. Moreover,
Fig. 3 shows that as we move away from the nominal voltage
toward threshold voltage, the effect of temperature on the
critical path delay increases.

VI. APPLICATION CHARACTERIZATION UNDER ITD
A. Performance Analysis Under ITD

Traditionally, with large feature sizes, the increase in the
temperature results in an increase in the propagation delay in
all high-temperature paths in the processor. Thus, the operating
frequency needs to be reduced to ensure that there is no
failing path in the processor. Therefore, processor through-
put is affected by its operating temperature. In order to
take frequency into consideration for performance estimation,
instructions committed per second (IPS) is calculated as well
as instructions per cycle (IPCs) (IPS is the frequency x IPC).

With ITD, the increase in the temperature reduces the delay
and allows a headroom for increasing the frequency. As long
as the critical paths, which generally conclude the operating
frequency, lie in the core, an increase in the temperature allows
running the processor at higher frequencies. However, it should
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TABLE 11
ARCHITECTURAL SPECIFICATION

Specification
Core 8
Issue, Commit width 4
INT instruction queue 24 entries
FP instruction queue 24 entries
Reorder Buffer entries 48 entries
INT registers 128
FP registers 128
L1 cache 64KB, 8-way, 1ns
L2 cache 512KB, 8-way, 7.5ns
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be noted that colder regions, including the L2 and last level
cache, which are normally operating at low temperature [11],
still maintain their path delays. For example, for a cache
delay of 100 ns, increasing the frequency from 1 to 2 GHz
increases the access time from 100 cycles to 200 cycles, which
negatively affects IPC. Thus, the IPS does not increase linearly
with the frequency, since the IPC might be dropping at higher
frequencies.

In order to evaluate the effect of IPC drop on the perfor-
mance for various applications, we use the SMTSIM sim-
ulator [37] with a subset of Spec2000, Spec2006 [38], and
Media benchmarks. The applications are carefully selected to
represent a wide range of various thermal, performance, and
frequency sensitivity behavior. Table II shows the microarchi-
tecture parameters of our studied multicore architecture. The
access time for individual SRAM units was captured using
MCcPAT [39].

Based on the operating frequency, the number of cycles
to access the memory and cache subsystem is varied, and
the new IPC at each frequency level is calculated accord-
ingly. The performance results (i.e., IPS) for a selected group
of Spec2000, Spec2006, and Media benchmarks are shown
in Fig. 4. The results show that for memory-intensive appli-
cations, e.g., lbm_06, the high number of accesses to the
cache subsystem reduces the IPC at high frequencies (achieved
at high core temperature) and, therefore, limits the potential
performance gain of elevated frequency. Thus, for these appli-
cations, the increased frequency at elevated core temperatures
is not useful, as it only increases the power and temperature,
and negatively affects the reliability without enhancing the
performance. For compute-intensive applications however, due
to the lower number of accesses to the memory, the higher
cache access cycles at higher frequencies can be tolerated as it
does not affect the IPC significantly. Therefore, for this group
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of applications, the performance increases with the increased
frequencies.

In Fig. 4, small IPS drops are observed for a number of
applications at specific frequency points. For the frequency-
sensitive applications, a small increase in the frequency may
cause the cache access latency to increase by one cycle, which
reduces the IPC consequently. This reduction in the IPC can
nullify the effect of frequency increase on the IPS and even
can result in a slight reduction in the IPS.

B. Thermal Behavior Analysis

For thermal characterization of studied applications,
we used HotSpot [11]. Fig. 5 shows the steady-state tempera-
ture of the hottest unit in processor derived from Hotspot for
selected applications. As shown, the steady-state temperature
of hottest unit (register file in most applications) varies from
48 °C in lbm to 88 °C for bisort_medical in the studied
applications, which shows a 30 °C variation.

By comparing the performance and temperature results
in Fig. 5, we observe that the applications with higher IPC,
which are mostly the compute-sensitive applications, are gen-
erally the ones that have higher temperature.

It is also important to gather information about the transient
temperatures, as some applications reach critical tempera-
tures during their execution time. Fig. 6 shows the temper-
ature values for the Ibm_06 and the bisort_med application,
which are the examples of cold and hot applications, respec-
tively. Fig. 6 also shows that there is significant tempera-
ture variation during the execution of the hot benchmark.
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If the compute-intensive application (hot application) is run-
ning on a single core without any feedback from the transient
temperature, the core reaches critical temperatures, which
damages the device and causes reliability issues. Thus, for
such hot applications, a DTM technique needs to be deployed.

Figs. 5 and 6 show that while the steady-state temperature
for bisort_medical never reaches 90 °C, the transient tem-
perature exceeds 90 °C frequently. In addition, for smaller
CMOS technologies, the power density is higher resulting in
higher temperatures. In fact, HotSpot simulations show that
the temperature reaches elevated temperatures even when the
operating voltage is decreased to 75% of the nominal voltage
for smaller technology nodes.

Based on the results in Figs. 4 and 6, the applications are
divided into two groups: the memory-intensive applications
and the memory-nonintensive applications. For the memory-
nonintensive applications, which could also be referred to
as compute-intensive applications, using higher frequencies
is more desirable, as the increased frequency contributes
significantly to the performance. Thus, these applications are
categorized as frequency sensitive. For the memory-intensive
application, higher frequencies are not desirable as they
increase the power consumption with little contribution to the
performance.

VII. DYNAMIC THERMAL MANAGEMENT

DVES [40], AM [21], and throttling [11], [14] are among the
most well-studied techniques to manage temperature as well
as performance and power in multicore architectures. These
techniques have been developed with the assumption that the
device is slower at elevated temperatures. In this section,
we study how these techniques are effective in managing
power, temperature, and performance in the presence of ITD
where the behavior of the circuit is changing at various thermal
points.

For this study, single-core and multicore architectures are
studied. On the single-core architecture, the DTM techniques
are carried out on the studied applications. On the multicore
architecture, based on the nature of applications, frequency-
sensitive applications and frequency-insensitive applications
are selected to run simultaneously on a multicore systems.
The different thermal behavior of these types of applications is
then explored to enhance the thermal, power, and performance
of the collective. The integrated platform of the SMTsim
and McPAT was used to generate power results for various
frequencies for each application. The power results were then
fed to the Hotspot at different time intervals to explore various
thermal management techniques.

Our simulations show that the ITD phenomenon is observed
even at temperatures as low as 62.5 °C (see Table I). Thus,
the extent to which ITD is leveraged to enhance the perfor-
mance depends on two factors: 1) the amount of time the
temperature is higher than the threshold values during the
execution of the application; and 2) the rate at which ITD
allows us to increase the core frequency. Thus, while operating
the circuit at lower temperatures results in lower temperatures,
and thus reduction in factor 1, for lower voltages as shown

in Table I, the speedup rate of the delay paths and hence the
increase in the frequency is higher. Thus, selecting the optimal
voltage to be able to benefit from the ITD is an important
challenge, necessitating the experiments to simulate various
operating voltages.

A. Throttling

The simplest way to prevent the processor from reaching
critical temperatures is to apply pipeline throttling. With throt-
tling, when an application reaches a threshold temperature,
the pipeline is halted until the core cools down [11]. During
the throttling time, the core remains idle. This results in an
underutilization and, therefore, loss of performance.

B. Activity Migration

AM is another effective technique to reduce temperature.
In AM, the application that reaches critical temperature
faster is migrated to the colder core in order to avoid high
temperatures.

C. Dynamic Voltage and Frequency Scaling

Another effective technique for managing temperature
is DVFS, in which various voltage and frequency pairs are
utilized in the processor. The processor supply voltage and
frequency are adapted dynamically to respond to thermal
emergencies [40]. The number of voltage and frequency pairs
in DFVS varies from two in Intel SpeedStep technology to
40 or even more in Intel XScale [43].

D. ITD-Aware Throttling, AM, and DVFS

After running a frequency-sensitive application on a sin-
gle core, the temperature increases. With ITD, this elevated
temperature increases the maximum allowable operating fre-
quency on the core. Thus, DFS allows the application to run
at higher frequencies when it reaches higher temperature.

Before reaching the critical temperature, the core reaches
midpoint thresholds. In the ITD-aware techniques, when the
temperature of the core is higher than these midpoint thresh-
olds, we increase the frequency of the core to benefit from the
frequency headroom offered by the ITD. Afterward, we keep
monitoring the temperature until it reaches the critical tem-
perature at which point, throttling, AM, or DVFS, is done to
reduce the temperature. If the temperature drops below the
midpoint temperatures at any time, the operating frequency
is set back to its lower value. This technique allows us to
run the core at higher frequency for the time interval when
the temperature is between the midpoint thresholds and the
critical value to increase the overall IPS.

Fig. 7(a) and (b) shows the ITD-aware DVFS and throttling
algorithms for an n-core system with m levels of temperature-
frequency pairs. Array 7 contains core temperatures, and
t_h is a hash table with temperature as its key and task
numbers as its value. F L and T L arrays contain frequency and
temperature levels, with the first term being the starting/lowest
frequency and temperature point. Among the studied DTM
techniques, throttling and DVFS could be carried on both
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Fig. 7. ITD-aware algorithm for (a) throttle and DVES and (b) AM.
TABLE III

single-core and multicore architectures, while AM is specific
to multicore architectures. In the algorithm described in Fig. 7,
we monitor the temperature of each core and increase its
frequency at elevated temperatures to leverage the frequency
headroom provided by the ITD at specific time intervals;
however, if the core reaches critical temperatures, we activate
a DTM techniques, i.e., AM, DVFS, or throttling.

Assuming 50 °C as the minimum and 100 °C as the
maximum temperature based on our simulations for the
studied operating conditions, the midpoint thresholds are
selected based on the number of frequency levels explored for
ITD-aware frequency scaling. For instance with a two-level
frequency scheme, we use a midpoint temperature of 75 °C.
Thus, the frequency of the chip is kept constant for a temper-
ature range of 25 °C. Alternatively, we study four frequency
levels, by setting the midpoint thresholds to 62.5 °C, 75 °C,
and 87.5 °C, and changing the frequency in temperature steps
of 12.5 °C. Increasing the number of midpoint thresholds
allows higher exploitation of the ITD; however, since the
frequency scaling introduces energy and performance penal-
ties, the large number of midpoint thresholds increases the
frequency-switching penalty and nullifies the performance gain
of the ITD-aware scheme.

It should be noted that in our simulations, we explore multi-
ple levels of temperature-frequency pairs for multiple midpoint
temperatures, which increases the speedup of the ITD-aware
DTM techniques. For the DVFS technique, we study various
operating voltage—frequency—temperature tuples. However, for
AM and throttling, the voltage is fixed and we only change
the frequency. For optimization purposes, we study AM and
throttling at various operating voltages to find the optimal
operating voltage.

VIII. SIMULATION PLATFORM

In order to study the thermal characteristic of various appli-
cations, we study the behavior of SPEC2000, SPEC2006, and
Media applications. We use an integrated version of SMTSIM,
MCcPAT [39], and HotSpot-5.02 [11] for performance, power,
and temperature simulations. Each benchmark was simulated
for 1 billion instructions after fast forwarding for 1 billion
instructions.

The DTM techniques introduced in Section VII, including
throttling, AM, and DVFS, are implemented in the integrated

VOLTAGE FREQUENCY PAIRS

Temperature[°C]
50 62.5 75 87.5
Voltage[ V‘:‘;‘:n 1 Frequency|G H z]
0.7 2150 2308 2462 2611
0.75 2764 2924 3075 3227
0.8 3385 3528 3684 3828
0.85 3978 4127 4265 4418

simulation framework. The ITD-aware modified versions of
these techniques are studied to evaluate the performance
enhancement given the frequency headroom offered at elevated
temperatures in the presence of ITD.

For this purpose, we study various processor operating
voltage points for the 7-nm PTM technology. In order to make
a fair comparison, the power and frequencies for different
operating voltages are derived based on the values calculated
by SPICE simulations from Table III. In Table III, the reported
voltages are (Vop/Viom), where Vq, is the operating voltage
and Vyom is the nominal voltage.

For temperature study, we simulate 400 s of transient
thermal behavior. For every time interval (for this study,
1 and 0.1 ms), the transient temperature is checked, and if
it reaches to 90 °C, a DTM mechanism is activated. This
includes throttling, AM, or DVFS. To reduce the throt-
tling or migration cost, we assume the switching process to
happen at operating system time-slice intervals in power-gated
cores as suggested in [44].

Thus, when a throttle is decided, a user state is saved to
memory and a cache flush is triggered. The core is powered
down. Thus, the core suffers no static leakage or dynamic
switching power. However, after the throttling interval (during
which power is set to zero and no instruction is executed),
bringing the core back up introduces a latency, which includes
power-up time, software overhead, and cache cold start effects.
In [44], the performance penalty is set to 1k clock cycles.
Other works (see [45], [46]) use various approaches to
reduce the switching costs (1-3 us and 32 cycles, respec-
tively). However, in our simulations, we use the pessimistic
assumption for performance penalty of each throttle (1k clock
cycles per throttle).
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In case of migration in the multicore architecture, the state
of both cores is saved to the memory, and the user state saved
by the cores is loaded from memory and switched for the two
cores. Thus, the power traces used for the simulation of the rest
of the applications are extracted from switched applications
until the next migration. An overhead penalty of 1000 cycles
is assumed as overhead for each migration, which again is a
pessimistic assumption considering the software overhead and
cache cold start effects.

For the DVFS, five levels of voltage-frequency pairs are
used for each operating point (i.e., nominal—80%, 85%, 90%,
and 95% of the nominal voltage.) We pessimistically assume
20-us performance and 20-uJ energy penalty for a frequency
and voltage transition based on [47]. In all the reported results,
for performance, power, and energy, this overheard has been
taken into account for the whole system.

It should be noted, that since we are experimenting with
deep submicrometer technologies, the increase in power den-
sity increases the core temperature and necessitates the need
for a DTM technique to control the temperature. Thus,
the overhead penalties due to various DTM techniques are
unavoidable. However, the overhead penalties increase in our
proposed ITD-aware scheme due to the increase in the number
of switchings. However, the results show that savings in per-
formance, power, and energy efficiency are still considerable
taking into account the increase in the overhead penalties.

The simulation results are illustrated for workloads com-
bining hot and cold applications. It is important to note
that pairing hot-hot applications and cold—cold applications
yields no performance gain, as there is no noticeable thermal
difference to exploit ITD. Therefore, in this paper, we only
focus on the pairing of hot—cold applications, where there are
opportunities to leverage ITD phenomena for performance and
energy-efficiency improvements.

IX. SIMULATION RESULTS

As mentioned earlier, the DTM techniques are mostly uti-
lized when the applications reach a high critical temperature.
However, not all applications always reach an extreme tem-
perature. In general, the temperature of an application varies
during its execution, allowing it to benefit from the frequency
headroom allowed by the ITD by performing DFS. Thus, we
divide the studied application into two groups, namely the
cold and hot applications. The temperature of cold applications
never reaches critical values, and thus, no DTM technique
is performed on them. On the other hand, the temperature
of the hot applications reaches critical values, necessitating a
DTM technique to be applied.

For the studied applications, operating voltages as low as
80% of the nominal voltage yield the best results. However,
in our experiments with lower voltages (i.e., the operating volt-
ages of 75% and 70% of the nominal voltage), the temperature
of most of the applications never reaches values higher that
the selected thresholds and no improvement was observed.

A. Cold Applications

1) ITD-Aware Dynamic Frequency Scaling: In the
DFS technique, we increase the frequency of the cold
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Fig. 10. ED2P improvement using ITD-aware DES for cold applications.
applications when the temperature rises above certain

threshold values shown in Table III. In Fig. 8, the improvement
in the performance of ITD-aware DFS over ITD-agnostic
DFS scheme is depicted. The reported voltages are the ratio
of the operating voltage to the nominal. The performances are
compared based on the IPS values. As mentioned, we study
various operating voltages. Fig. 8 shows that the performance
enhancement gained through the ITD-aware DFS is improved
more significantly at lower voltages, which was expected.
As reported in Table III, the ITD is more significant at lower
operating voltages close to the threshold voltage. At the
nominal voltage, the gain of ITD-aware DFS is significantly
lower. Overall, the performance of the studied applications has
improved by 10.3%, 4.65%, 3.54, 2.07%, and 1.38% at 0.8,
0.85, 0.9, 0.95, and 1 of the nominal voltage, respectively,
on average. It should be noted that at low voltages, regardless
of temperature, the operating frequency is lower. On the
other hand, the frequency headroom at elevated temperatures
due to ITD is more significant. Moreover, at low-operating
voltages, the energy consumption of the core is lower. Thus,
for selecting the optimal operating point, not only should
we take into account the energy-delay tradeoff, but also the
benefits we get from ITD-aware dynamic thermal methods.
Figs. 9 and 10 show the relative EDP and ED2P reductions,
respectively, after applying ITD-aware DFS technique. Fig. 9
shows an average reduction of 15%, 11.4%, 7.2%, 0.16%,
and 0.19% and 1.38% at 0.8, 0.85, 0.9, 0.95, and 1 of
the nominal voltage, respectively. It should be noted that
increasing the frequency at elevated temperatures increases
the power consumption of the applications. However, since
the performance is enhanced, the application finishes faster,
resulting in little or no increase in the energy and, therefore,
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applications.

reduction in the EDP. The ED2P results show even more
reductions. Based on Fig. 10, the ED2P is reduced by 19.66%,
19.55%, 9.94%, 0.32%, and 0.33% at 0.8, 0.85, 0.9, 0.95,
and 1 of the nominal voltage, respectively. At the nominal
voltage, the ITD-aware DFS shows negligible gain in the
energy efficiency. However, at the operating voltage of 0.8
of the nominal voltage, the energy efficiency is enhanced by
up to 19%.

2) ITD-Aware Dynamic Voltage Frequency Scaling: DVFS
has been traditionally used not only to prevent the processor
from reaching critical voltages but also to enhance the energy
efficiency of the processor. In an ITD-aware DVFS tech-
nique, for each voltage-level multiple frequencies, options are
available, which are selected based on the temperature. More
specifically, at each time interval, first we select the voltage
level. Subsequently, taking into account the frequency head-
room at the operating temperature, we select the frequency.
Fig. 11 shows the results for the studied applications. It should
be noted that for the cold applications in which temperature
never reaches critical values, after the start of the application,
the configuration will be set to the highest voltage to achieve
the highest performance, and thus, the improvement observed
from the ITD-aware DVFS over the ITD-agnostic scheme is
not significant.

B. Hot Applications

In this section, we explore the applications that reach
extreme temperatures at some point during their execution.
For this class of applications, a DTM technique is required.

1) Throttling: Throttling is one of the DTM techniques
utilized to control the temperature of the processor. When the
core reaches critical temperatures, the application execution
is halted to cool down the processor. After the temperature
drops, the application is resumed. In our simulations, we halt
the application whenever its temperature reaches 90 °C, and
resume the execution as soon as the temperature is back to
lower temperatures (a trigger temperature). We experiment
with multiple trigger temperatures (65 °C, 70 °C, 75 °C, 80 °C,
and 85 °C) in our simulations. To get the best performance for
both AM and ITD-aware AM, we set the trigger temperature
to 80 °C.

The ITD-aware algorithm for throttling is depicted in Fig. 7.
In this algorithm, we increase the frequency of the hot appli-
cations when the temperature rises above the values shown
in Table III. We analyze various operating points. Fig. 12
shows that the performance gain using ITD-aware throttling
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Fig. 14. ED2P improvement using ITD-aware throttling for hot applications.

is more significant at lower voltages, which was expected.
At the nominal voltage, the gain of ITD-aware DFS is much
lower. On average, the performance of the studied applications
improves 13.1%, 5.7%, 4%, 1.76%, and 0.21% at 0.8, 0.85,
0.9, 0.95, and 1 of the nominal voltage, respectively.

A comparison of IPS improvement leveraging ITD between
the hot and cold applications shows that while hot applica-
tions generally work at elevated temperatures, and therefore
allows us to operate the processor at higher frequencies in
the ITD-aware techniques, the temperature of the processor
reaches critical points more frequently for these applications,
which results in IPS reduction due to more frequent throttling.
Moreover, while cold applications mostly achieve similar
improvements in terms of IPS, the IPS gain of the ITD-aware
technique for the hot applications varies significantly across
different applications, and this is due to the more uniform
thermal behavior of cold applications.

Figs. 13 and 14 show the relative EDP and ED2P reductions,
respectively when applying ITD-aware throttling. Fig. 13
shows an average reduction of 26.1%, 11.19%, 8.7%, 1.39%,
and —0.79% at 0.8, 0.85, 0.9, 0.95, and 1 of the nomi-
nal voltage, respectively. Again, increasing the frequency at
elevated temperatures increases the power consumption of
the applications. Given the enhancement in the performance,
the energy and/or the energy efficiency is also improved.

An important observation from Fig. 13 is that for some
applications (i.e., gzip_source and gap), the EDP is actually
increased (negative reduction in the EDP shown in Fig. 13).
This means that for these particular applications, the increase
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in the power consumption at higher temperatures enabled by
the ITD-aware frequency increase cancels out the performance
enhancement in the EDP. EDP is a function of both the
delay and power of the design. The ITD-aware AM technique
allows the frequency to increase by a small amount at ele-
vated temperatures, reducing the delay and, thus, the EDP.
On the other hand, the increase in the frequency increases
the power and, thus, the EDP. Whether the overall EDP
is reduced or increased is based on the interplay effect of
the power and delay of the ITD-aware technique. For this
application, the increase in the power is dominant, and thus,
no reduction in the EDP is observed. Moreover, the energy
overhead of the ITD-aware technique at high temperature is
more significant, as the elevated temperature induces more
frequency switching. In fact, for this application, EDP has
increased by 4%. However, for the same application, ED2P
remains the same.

Based on Fig. 14, on average, the ED2P is reduced by
36.11%, 17.8%, 12.27%, 3.08%, and 0.65% at 0.8, 0.85,
0.9, 0.95, and 1 of the nominal voltage, respectively. At the
nominal voltage, the ITD-aware throttling shows negligible
gain in the energy efficiency. However, at the operating voltage
of 0.8 of the nominal voltage, the energy efficiency is enhanced
by up to 64%. Moreover, the results show that while the IPS
improvement values are comparable with the ones for the cold
applications, the EDP and ED2P values are generally more
significant for the hot applications. This is due to the fact that
for hot applications, the increase in the power consumption
when applying ITD-aware technique is less significant com-
pared with cold applications.

2) DVFS: For the hot applications, DVFS is used to control
the temperature of the processor and enhance the energy
efficiency. Whenever the processor reaches high temperatures,
the voltage and frequency are scaled down by changing
processor configuration to a lower voltage-frequency pair.
At low temperatures, the voltage and frequency are scaled
up by changing processor configuration to a higher voltage-
frequency pair. In the ITD-aware technique, the voltage—
frequency pairs are determined by the temperature too. Thus,
always the highest frequency allowed by the temperature
is used. The reduction in the voltage manages the power
consumption and acts as the dynamic technique to reduce
the temperature. For the hot applications, the voltage changes
dynamically throughout the execution of the application.

In Fig. 15, the improvement in the IPS and energy efficiency
by using ITD is reported. Five voltage levels are explored for
the studied DVFS. Based on Fig. 15, the gain of the ITD-aware
technique is different across various applications. It ranges
between 2% and 28% for gap and bisort_med. It should
be noted that based on Fig. 15, bisort-medical application
maintains a high temperature during its execution. Thus, for
this application, the ITD-aware technique is more beneficial.
The EDP and ED2P results ranges between 5.4% and 33%
and 7.9% and 48%, respectively for the same two applications,
i.e., gap and bisort_med.

The results reported in this section are for single-core
architecture. In a multicore architecture that executes the same
application on one of the cores, the same results are expected.
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multicore architecture.

This is due to the fact that, we use the temperature of
each individual core to make decision about the operating
frequency. However, the AM can be deployed in only a
multicore architecture, where the applications are migrated to
colder cores when reaching critical temperatures.

3) Activity Migration: To study the ITD-aware techniques
for multicore architectures, we simulate a dual-core proces-
sor simultaneously running workloads combining hot and
cold applications. With an operating voltage of 85% of
vnom, the frequency is increased from 3.90 to 4.4 GHz
at elevated temperatures. The studied work loads include
WLI1: [bisort_med, vortex_03], WL2: [gap, art_470], and
WL3: [h264ref, galgel]. Among the studied workloads,
[bisort_med, vortex_03] and [h264ref, galgel] have the high-
est and lowest contrast in their maximum temperature,
respectively.

Fig. 16 shows the results of improvement in the IPS and
reduction in the EDP and EDP2 after applying an ITD-aware
policy to the AM. The results show that both hot and cold
applications benefit from the ITD-aware technique. We stud-
ied ITD-aware techniques for the single-core and multicore
architecture. It should be noted that the basic idea of proposed
ITD-aware scheme is to leverage the reduction in the path
delays at elevated temperatures due to the characteristics of
submicrometer CMOS technologies. Since the core tempera-
ture depends on the level of activities on a core, whether the
activities and the corresponding temperature come from one
thread or multiple, multithreaded processors can benefit from
the proposed ITD-aware techniques; however, the migration
overheard of moving all the running applications is higher.

C. Thermal Behavior

To observe how the system evolves along time with the
proposed thermal management policies, we have depicted
the thermal behavior for 35 ms in a dual-core system for
WLI1 using AM. Fig. 17(a) shows the ping-pong thermal



NESHATPOUR et al.: ENHANCING POWER, PERFORMANCE, AND ENERGY EFFICIENCY IN CHIP MULTIPROCESSORS

100

95

——Core 1-temp
--a--Core 1-freq

—— Core2-temp
-===Core 2-freq

4.56

100

95

——Core 1-temp
--=--Core 1-freq

—— Core2-temp
-==-=Core 2-freq

4.56

789

g ¥ O =
< o e [C)
2 zT 2 z
g § 2 g
g 3 £ 2
o E @ £
60 3.56
10 15 20 25 30 35 40 45 10 15 20 25 30 35 40 45
time[ms] time[ms]
(@ (b)
Fig. 17. Thermal behavior for dual-core system pairing lbm and bisort-medical using (a) AM and (b) using ITD-aware AM.
TABLE IV
IPS RESULTS FOR ALL THE DTM TECHNIQUES
IPS [MIPS]
no DTM (cold apps)/ throttle (hot apps) | ITD-aware DFS (cold apps) / throttle (hot apps) | DVES | ITD-aware DVFS | AM | ITD-aware AM
1"‘:.0017. 0.8 085 09 095 1 08 08 09 095 1 0.85 0.85
art_470 1.62 168 170 1.72 1.79 179 177 175 172 1.80 1.69 1.69 1.68 1.75
vortex_3 1.41 152 154 1.63 1.68 1.55 1.60 1.62 1.68 1.74 1.49 1.55 1.41 1.47
sp.big 1.63 168 1.69 1.7 1.71 179  1.77 174 171 1.72 1.72 1.74 - -
galgel 1.63 173 194 214 2.34 1.80 1.83 2.04 227 2.46 2.15 2.26 1.73 1.77
gee_s04 1.63 174 1.82  1.90 1.94 1.80 178 190 1.97 1.95 1.68 1.73 - -
bisort_med 130 143 1.62 181 1.90 143 146 164 182 1.90 1.65 2.12 1.77 1.86
h264ref_foreman 136 152 1.69 195 2.01 136 152 169 195 2.01 1.59 1.66 1.87 1.96
gap 1250 144 151 1.63 1.73 125 144 151 1.63 1.73 1.61 1.65 1.78 1.87
astar_biglakes 135 145 158 1.81 1.90 135 145 158 181 1.90 1.17 1.38 - -
gzip_source 1.15 122 129 136 1.46 1.15 122 129 136 1.46 1.35 1.35 - -
TABLE V
EDP RESULTS FOR ALL THE EDP TECHNIQUES
EDP [10"2ws?]
no DTM (cold apps)/ throttle (hot apps) | ITD-aware DTM (cold apps)/ throttle (hot(apps) | DVFS | ITD-aware DVFS | AM | ITD-aware AM
U:’l‘:’; 08 08 09 095 1 08 085 09 095 1 0.85 0.85
art_470 10.7 138 148 158 18.1 9.1 122 137 158 18.1 16.6 16.6 13.8 12.6
vortex_3 9.3 124 147 176 19.9 80 11.0 137 170 19.2 13.1 12.6 12.4 11.3
sp.big 107 120 13.0 136 14.0 91 107 121 13.6 14.0 13.6 134 - -
galgel 8.1 9.4 11.7 142 16.4 6.9 8.4 112 132 15.6 11.8 11.0 9.4 9.1
gee_s04 10.8 122 146 17.1 19.2 9.6 11.7 140 165 19.3 13.7 13.0 - -
bisort_med 9.0 10,6 140 17.1 19.6 80 102 137 1638 19.6 14.8 9.8 9.5 9.0
h264ref_foreman 8.7 10.8 13.7 175 199 7.0 9.1 124 16.8 19.4 11.7 11.0 9.8 8.3
gap 82 101 123 144 16.9 82 101 123 144 16.9 124 11.8 9.1 8.7
astar_biglakes 93 107 13.0 16.0 18.1 93 107 13.0 16.0 18.1 10.7 7.8 - -
gzip_source 4.3 5.1 6.0 6.9 8.1 43 5.1 6.0 6.9 8.1 6.9 6.9 - -

behavior expected in AM. The cores take turns executing the
hot applications, while the other cores cool down during the
execution of the cold application. The core frequency is fixed
in this ITD-ignorant scheme. Fig. 17(b) shows the temperature
and frequency in the ITD-aware scheme. The ITD-aware
scheme uses only two frequency levels with the lower fre-
quency for core temperatures under 75 °C and the higher
frequency for core temperatures above 75 °C. As expected,
the number of migrations increases in this scheme, since the
frequency is increased at temperatures higher than 75 °C,
necessitating a faster migration for the hot application. In this
scheme, the frequency of the core running the hot application
is increased at elevated temperatures, which in turn increases
the IPS for the hot application.

X. CROSS COMPARISON

In Section IX, we compared the relative speedup, EDP,
and ED2P results for various studied techniques. However,
in order to find the best thermal management method, we need

to compare the absolute values. Tables IV and V show the
absolute values for the IPS and EDP, respectively, for both
hot and cold applications. The first five columns in each table
show the execution time of the application at vop/vnom of 0.8,
0.85, 0.9, 0.95, and 1, where v,p is the operating voltage and
Dpom 18 the nominal voltage. For these results, throttling is used
in response to thermal emergency. The second five columns
show the absolute values when the ITD-aware algorithm is
utilized. Moreover, the last four columns show the results for
DVES, ITD-aware DVES, AM, and ITD-aware AM.

Table IV shows that the ITD-aware technique at the nominal
voltage yields the highest IPS for most applications. This
was expected, as operating the processor at the nominal
voltage allows operating at higher frequency. However, for
some cases (e.g., bisort_medical and splf)ig), the ITD-aware
DVES yields higher IPS. Table V shows that the lowest EDP
values are achieved with the ITD-aware techniques at low-
operating voltages (e.g., (volop/Volyom = 0.8)), due to the low
power dissipation. Moreover, the ITD impact on increasing
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the frequency is more significant, resulting in lower EDP and
better energy efficiency.

XI. CONCLUSION

In this paper, we performed a thorough analysis of the ITD
at both circuit level and application level. We simulated the
critical path delays of the LEON3 processor. We showed that
the ITD is more significant at lower voltages, allowing a fre-
quency headroom at elevated voltages, which can be exploited
to speedup of the execution of applications. We studied several
known DTM techniques and proposed an enhanced ITD-aware
solution for each of studied DTM techniques to enhance their
performance, both in terms of IPS and energy efficiency. The
results show that using the proposed ITD-aware techniques,
we can enhance the IPS of the DTM techniques by up to 28%.
For IPS optimization purposes, operating the processor at the
nominal voltage or using DVFS yields the lowest execution
time. For energy-efficiency purposes, operating the processor
at lower than nominal voltages is more beneficial. Overall,

the

ITD-aware techniques result in lower execution time

and EDP.
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