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HIGHLIGHTS

Xeon has a clear performance advantage for the I/O intensive Hadoop applications.

For map phase, energy efficient core is closely decided by the application type.

For the reduce phase, Atom is the favorite choice across all studied applications.

The reliance on a large number of Atom cores can be reduced significantly by fine-tuning the configuration parameters.
Minimum operational and capital cost can be achieved by scheduling a large number of Atom cores.
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cores with little Atom cores have emerged as a promising solution to enhance energy-efficiency by

Keywords: allowing each application to run on an architecture that matches resource needs more closely than a one-
Heterogeneous architectures size-fits-all architecture. Therefore, the question of whether to map the application to big Xeon or little
Hadoop Atom in heterogeneous server architecture becomes important. In this paper, through a comprehensive
MapReduce system level analysis, we first characterize Hadoop-based MapReduce applications on big Xeon and
Energy and cost efficiency little Atom-based server architectures to understand how the choice of big vs little cores is affected
SBii :gslil;tge cores by various parameters at application, system and architecture levels and the interplay among these

parameters. Second, we study how the choice between big and little core changes across various phases
of MapReduce tasks. Furthermore, we show how the choice of most efficient core for a particular
MapReduce phase changes in the presence of accelerators. The characterization analysis helps guiding
scheduling decisions in future cloud-computing environment equipped with heterogeneous multicore
architectures and accelerators. We have also evaluated the operational and the capital cost to understand
how performance, power and area constraints for big data analytics affect the choice of big vs little core
server as a more cost and energy efficient architecture.
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work [13,29,30,37]. This new set of characteristics necessitates a
change in the direction of server-class microarchitecture to im-
prove their computational efficiency [13,37]. Moreover, physical
design constraints (power and area density) have become the
dominant limiting factor for scaling out data centers [2,13,33,35].
Consequently, current server designs, based on commodity homo-
geneous processors, are not the most efficient in terms of per-
formance/watt and area to process big data applications [27,33].
All these factors are shifting the hardware design paradigm, in
particular for big data and server class architectures, from the
performance centric to energy-efficient centric design method-
ology. A key challenge here is to achieve a favorable trade-off
between power, performance and area cost. Therefore, we believe
this is the right time to identify the right computing platform for
big data analytics processing that can provide a balance between
processing capacity, cost efficiency, and energy efficiency.

To address the energy-efficiency challenges, heterogeneous ar-
chitectures have emerged as a promising solution to enhance
energy efficiency by allowing each application to run on a core
that matches resource needs more closely than a one-size-fits-all
core [7,10,34]. A heterogeneous chip architecture integrates cores
with various micro-architectures (in-order, out-of-order, varying
cache and window sizes, etc.) to provide more opportunities for
efficient workload mapping in order to explore a better match
for the application among various components to improve power
efficiency [32].

To explore the choice of server architecture for Hadoop ap-
plications, in a recent paper [28], we present a comprehensive
analysis of the performance and energy-efficiency measurements
for Hadoop MapReduce-based applications on two very distinct
micro-architectures; Intel Xeon — conventional approach to design
a high-performance server and Intel Atom — advocates the use
of a low-power core to address the dark silicon challenge facing
servers [ 14]. Moreover, given that Hadoop MapReduce has distinct
phases of execution, it is important to understand the characteris-
tics of various phases on big and little core architectures to find out
which phase is best suited for which architecture. Thus, we further
study how the choice between big and little core changes across
various phases of MapReduce tasks. Given that the choice of big vs
little core can be impacted by various tuning knobs, in this paper
we also study the impact of application (application type and data
size), system (HDFS block size) and architecture (operating voltage
and frequency of core) parameters and the interplay among them
on performance and energy-efficiency and the choice of big vs little
cores.

As chips are hitting power limits, computing systems are
moving away from general-purpose designs and toward greater
specialization. Hardware acceleration through specialization has
received renewed interest in recent years, mainly due to the dark
silicon challenge. To find out the right architecture for Hadoop
applications processing, it is important to understand how de-
ploying an accelerator, such as FPGA, would necessitate adapting
the choice of big vs. little cores, referred as the post acceleration
code characteristics. For this purpose, we analyze the choice of big
vs little core-based servers for the code that remains on the CPU
after assuming the hotspot phases, e.g. map phase, are offloaded
to an accelerator. Overall, our characterization and analysis across
Hadoop-based applications demonstrate how the choice of big
vs little core-based servers for energy-efficiency is significantly
influenced by the type of application, size of data, performance
constraints, and presence of accelerator and the breakdown of the
execution time across phases of MapReduce.

The characterization analysis presented in this paper helps
guiding scheduling decision in future cloud-computing environ-
ment equipped with heterogeneous server architectures. In such
a heterogeneous environment with diverse cores, the scheduling

decision needs to be driven not only by user expected performance
(delay) but also by energy as well as chip cost. For this reason, we
have also performed the Energy-Delay® Product (ED*P) analysis
— to evaluate the trade-off between power and performance- and
EDXAP — a recently introduced figure of merit for heterogeneous
architectures to include the chip area as an indication of cost [21 |
— to understand how performance, power, and area constraints for
big data analytics affects the choice of big vs. little core server as a
more efficient architecture. ED*AP metric includes both an opera-
tional cost component (energy) as well as a capital cost component
(area). We experiment this through a case study demonstrating
how scheduling decisions for a heterogeneous architecture com-
bining X and Y number of Xeon and Atom cores can be improved
significantly in terms of energy efficiency as well as cost.
This paper makes the following key contributions:

e Analyze the performance, energy efficiency and cost effi-
ciency of various phases of MapReduce on big and little cores
across a large range of tuning parameters at application (ap-
plication type), system (HDFS block size) and architecture
(operating voltage and frequency of core) levels to find out
how the choice between big and little cores is affected by
these parameters.

e Evaluate how offloading the hotspot map tasks to an accel-
erator such as FPGA affects the choice of big vs little core-
based servers to process the code that remains on the CPU
for energy-efficient processing.

e Analyze the impact of input data size for performance and
energy-efficiency of MapReduce application on big and little
cores.

e Demonstrate how the characterization results help schedul-
ing decision to improve operational and capital cost in het-
erogeneous big+little core architectures.

1. Experimental setup
1.1. Measurement tools and methodology

We conduct our study on two state-of-the-art servers; In-
tel Xeon and Intel Atom. Intel Xeon E5 enclosed with two Intel
E5-2420 processors that include six aggressive processor cores
with three-level of the cache hierarchy. Intel Atom C2758 has 8
processor cores and a two-level cache hierarchy. Table 1 sum-
maries the architectural parameters of Atom and Xeon servers for
the applications under test. To have a fair comparison between
the two architectures, we used same DRAM system of 8 GB for
the applications under test in both architectures. All experiments
are performed on a 3-nodes Xeon and a 3-nodes Atom server. We
have used Watts up PRO power meter [3] to measure the power
consumption of the servers. Wattsup power meter produces the
power consumption profile every one second. The power reading
is for the entire system, including core, cache, main memory,
hard disks and on-chip communication buses. We have collected
the average power consumption of the studied applications and
subtracted the system idle power to estimate the dynamic power
dissipation of the entire system. The same methodology is used
in [17], for power analyses.

1.2. Operational cost and capital cost metric

We have performed the Energy-Delay® Product (EDXP) analysis
— to evaluate the trade-off between power and performance- and
EDXAP — a recently introduced figure of merit for heterogeneous
architectures to include the chip area as an indication of cost [21 |
— to understand how performance, power, and area constraints for
big data analytics affects the choice of big vs. little core server as a
more efficient architecture. We have consulted Intel data sheets to
get the on-chip area reading for the studied big and little core i.e
Atom 160 mm? and Xeon 216 mm?.
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Table 1
Architectural parameters.

Processor Intel Atom C2758 Intel Xeon E5-2420
Operating frequency 1.8 GHz 1.8 GHz
Micro-architecture Silvermont Sandy Bridge

L1i Cache 32 KB 32 KB

L1d Cache 24 KB 32 KB

L2 Cache 4*1024 KB 256 KB

L3 Cache - 15 MB

System memory 8 GB 8 GB

Memory type DDR3 1600 MHz DDR3 1600 MHz

1.3. Application diversity

A Hadoop MapReduce cluster can host a variety of big data
applications running concurrently. We have studied four micro-
benchmarks that are used as kernels in many big data applications,
namely Wordcount-WC, Sort-ST, Grep-GP and TeraSort-TS and
real world applications (Naive Bayes — NB and FP-Growth — FP).
Table 2 shows the selected Traditional applications, Hadoop micro-
benchmarks and real world applications along their particular
domain and data type [11,38].

1.3.1. Hadoop workload

e WordCount reads text files and determines how often the
words appear in a set of files. Wordcount is a CPU intensive
application [29,38].

e Sort uses the map/reduce framework to sort the input di-
rectory in the output directory. The actual sorting occurs in
the internal shuffle and sort phase of MapReduce. The data
is transferred to reducer that is an identity function. Sort is
an I/0 intensive application [38].

e Grep extracts matching strings provided by user from text
files and sorts matching strings by their frequency. Grep is a
CPU intensive application [38].

e TeraSort performs a scalable MapReduce-based sort of in-
put data. It first samples the input and computes the input
distribution by calculating the quantiles equal to the num-
ber of reduces that uses a sorted list of N-1 sampled keys
to define the key range for each reduce. TeraGen command
generates the large random data for TeraSort [38].

e Association Rule Mining is a well-known approach for ex-
ploring association between various parameters in large
databases. We have analyzed FP (Frequent Pattern)-
Growth; a resource intensive program that aims to de-
termine item sets in a group and identifies which items
typically appear together.

e C(lassification technique learns from the existing categoriza-
tions and groups the unclassified items to the best corre-
sponding category. We have analyzed Naive Bayes (NB); a
popular classification algorithm for data mining [38].

Table 2
Studied Hadoop-based big data applications.
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Fig. 1. IPC of SPEC, PARSEC and Hadoop applications on little and big core.

1.3.2. Traditional CPU benchmarks
e SPEC CPU2006 workloads are industry standard reallife ap-
plications designed to stress the CPU, memory subsystem
and compiler.
e PARSEC 2.1 is an open-source parallel benchmark suite for
evaluating multi-core and multiprocessor systems.

2. Traditional applications vs Hadoop applications on big and
little cores

While Xeon server has been optimized for traditional CPU and
parallel applications it is not clear whether it has also been opti-
mized for big data applications and in particular Hadoop MapRe-
duce based applications. Similarly, while Atom based server has
not been designed for traditional compute intensive traditional
CPU applications, it is shown to be an energy-efficient processing
platform for big data applications [6]. It is therefore important to
find out whether the choice of Xeon vs Atom changes for Hadoop
applications compared to traditional applications. In this section,
we analyze the performance and energy-efficiency measurements
of Hadoop applications and compare it with the traditional CPU and
PARSEC applications on big and little core-based servers.

2.1. Performance analysis

In this section, we analyze the performance measurements of
Hadoop applications in terms of IPC and compare it with the tradi-
tional benchmarks. Fig. 1 presents that the average IPC of Hadoop
applications is 2.16 times lower than traditional CPU benchmarks
on big core and 1.55 times lower on little core. Therefore, no-
ticeably more performance drop (39.3%, on average) is observed
for Hadoop applications compared to traditional CPU applications
when running on big core server compared to little core server. In
general, we observe lower IPC in Hadoop applications compared
with the traditional benchmarks. Furthermore, little core-based
server is experiencing 1.43 times lower IPC in comparison to big
core server as Xeon can process up to 4 instructions simultaneously
while Atom is limited to 2 instructions per cycle.

Type of benchmark Application domain Workloads Data source Software stacks
WordCount (WC) Text
. . . Sort (ST) Table
Hadoop Micro-benchmarks [/O — CPU testing micro program Grep (GP) Text Hadoop 2.6.1
TeraSort (TS) Table
Real world applications Association Rule Mining FP-Growth (FP) Text Hadoop 2.6.1, Mahout 0.9

Classification

Naive Bayes (NB)

CPU applications

Traditional applications Parallel applications

Spec2006
Parsec

Reference Input
Native Input

Spec 2006
Parsec 2.1
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Fig. 2. EDP, ED?P and ED*P Analysis of SPEC, PARSEC and Hadoop applications.

2.2. Energy-efficiency analysis

In order to characterize the energy efficiency, we evaluate En-
ergy Delay Product (EDP) metric to investigate trade-off between
power and performance. EDP (Power x Execution time x Execution
time) is a fair metric to compare various architectures, or even
the impact of changing optimization knobs in an architecture.
Without EDP and just using energy metric for comparison, we can
simply reduce the voltage and frequency in an architecture, and
reduce its energy, however at a cost of lowering the performance
(increased execution time). Therefore, performance along with
energy is important to find out the impact of optimization param-
eters. In addition to EDP, we have explored the ED?P and ED?P to
understand the impact of near real-time performance constraints
on Hadoop applications and how more performance constraints
affects the choice of most efficient server architecture. Fig. 2 shows
the EDP, ED?P and ED?P ratio for little vs big core for traditional
CPU, parallel benchmarks as well as Hadoop applications. Although
the execution time of Spec, PARSEC and Hadoop applications is
lower on Xeon compared to Atom, the high power consumption
of Xeon results in a higher EDP on Xeon as compared to Atom. The
ED*P (X = 1, 2, 3) results show that compared to little core server,
big core server is noticeably more efficient for traditional CPU
applications in comparison with Hadoop applications. While for
traditional applications there is a noticeable EDXP gap between the
two architectures, the EDXP gap for Hadoop applications reduces
significantly. With increased in real-time performance constraints
big core becomes more energy-efficient compared to little core
mainly due to its complex and deeper memory subsystem along
with higher processing capacity (2X more than little core).

Considering Hadoop MapReduce has distinct phases of execu-
tion, it is important to understand the characteristics of various
phases on big and little core architectures to find out which phase
is best suited for which architecture. In addition, given that the
choice of big vs little core can be impacted by various tuning knobs
that exist in MapReduce computing, in this paper we also study the
impact of application, system and architecture parameters and the
interplay among them on performance and energy-efficiency and
the choice of big vs little cores.

3. Experimental results and analysis

In this section, we discuss the application (application type),
system (HDFS block size) and architecture (operating voltage and
frequency of core) tuning parameters and evaluate how these pa-
rameters affect the performance, energy-efficiency and the choice
of the big vs little cores. We have conducted the HDFS block size
sensitivity analysis (32 MB, 64 MB, 128 MB, 256 MB, and 512 MB)
at different operating frequencies (1.2 GHz, 1.4 GHz, 1.6 GHz and
1.8 GHz) for Hadoop micro-benchmarks and real world applica-
tions at 1 GB and 10 GB of data per node, respectively.

3.1. Performance analysis

In this section, we discuss and analyze the execution time and
sensitivity analysis of each benchmark based on the HDFS block
size and the core operating frequency.

3.1.1. Application execution time

Fig. 3 shows the execution time results. For graph visibility,
Sort performance results are presented on the secondary axis as
compared to the other applications that are on the primary axis.
Note that Sort benchmark has no reduce phase. The first observa-
tion is that as expected, the execution time of all the workloads is
expectedly lower on big cores, compared to little cores. We have
observed on average 1.74X, 15.4X, 1.39X and 1.57X reduction in
execution time from Xeon to Atom for WordCount, Sort, Grep and
Terasort, respectively in Fig. 3. Moreover, increasing the frequency
and HDFS block size enhances the performance on both architec-
tures. Fig. 3 illustrates 34.4%-66.60% and 47.18-74.87% reduction
in execution time by tuning the frequency and HDFS block size on
Xeon and Atom, respectively. The results for the Sort benchmark
show that the sensitivity of the execution time, to the HDFS block
size and frequency, on Atom is significantly more than Xeon. On
Xeon, the execution time is slightly enhanced with increasing size
of HDFS block size up to 256 MB. Further increase in the HDFS
block size has a negligible effect on the execution time. The reason
for this behavior is that the large HDFS block size increases the
amount of data processed by each task and can result in more I/O
operations per task. For example, if map task has to handle more
than one spill (spilling occurs when there is not enough memory
to fit all the mapper output), more read/write operations will be
required to merge the mapper output and dispatch it for the reduce
phase. Additionally, large HDFS block size means fewer blocks with
long tasks and therefore less parallelism. Moreover, the variation
in the execution time with respect to HDFS block size is more
significant on Atom. By increasing the HDFS blocks size from 32 MB
to 512 MB, we have observed up to 18.9% variation on Xeon and up
to 26.18% variation on Atom. On both Atom and Xeon, increasing
the frequency reduces the execution time, as expected. However,
the rate of decrease in the execution time is more significant on
Atom. For instance, by changing the frequency from 1.2 GHz to
1.8 GHz, the improvement in execution time is up to 31.52% on
Xeon and 44.60% on Atom, observed in Fig. 3. In fact, the execution
time is proportional to the inverse of IPC and inverse of frequency.
Considering the fact that Xeon has a high processing capacity and
can hide the memory subsystem misses more effectively than
Atom, Xeon is less sensitive to memory latency resulting in Atom
being more frequency-sensitive than Xeon. Atom has a perfor-
mance bottleneck that exists in its compute capacity and memory
subsystem. Xeon has a high processing capacity as it can process 4
instructions per cycle (issue width of 4) compared to Atom that
has issue width of 2. Additionally, Xeon has large in size three-
level cache hierarchy (mentioned in Table 2) compared to the Atom
that has a two-level cache hierarchy. Therefore, Xeon can hide
the memory subsystem misses more effectively than Atom. This
behavior illustrates that Xeon can operate at the lower frequency
without significant performance loss.

An interesting observation is that with the large HDFS block
size, the sensitivity of the execution time to the frequency is
reduced as the large HDFS block size increases the I/O read/write
operations. Thus, instead of operating the core at a higher fre-
quency, we can operate it at a lower frequency while selecting an
HDFS block size that is sufficiently large, which reduces the perfor-
mance sensitivity to frequency and therefore reduces the power as
well.

Terasort, unlike sort, is a hybrid workload. It incorporates the
reduce phase and significantly enhances the execution time of the
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Fig. 4. Execution time [sec] of real world applications with respect to various HDFS block size and frequency scaling.

benchmark that results in the reduction of the performance gap
between Xeon and Atom. While for Sort, big core shows better
capability in hiding large cache misses and I/O accesses compared
to Atom, in Terasort, only a moderate I/O accesses and cache misses
occurs. Therefore, Terasort does not require the large bandwidth of
big core superscalar pipeline to hide these latencies. This explains
the smaller performance gap between the two cores for Terasort.
Moreover, the sensitivity of the execution time on Atom to HDFS
block size and frequency is reduced. However, the variations of
the execution time with respect to frequency and HDFS block size
follow a similar trend as Sort on both machines.

For compute-bound application — Wordcount, the trend is
slightly different from I/O intensive application-Sort. The Word-
count execution time decreases with the increasing frequency on
both machines, as is the case with Sort. However, while increasing
the HDFS block size to 256 MB decreases the execution time,
further increase in HDFS block size (e.g. 512 MB) increases the ex-
ecution time significantly. Results show that the performance gap
of 2X between Atom and Xeon architecture can be reduced to 1X
through fine-tuning of the system (HDFS block size) and architec-
tural parameters (Frequency), allowing higher energy efficiency.
Moreover, the performance gap between Xeon and Atom shows
to be lower for WordCount (compute-intensive) compared to Sort
(I/O-intensive). This can be explained similarly as was discussed
for Terasort. The Grep also shows hybrid characteristics and follow
the same trend as Terasort. Grep consists of two separate phases;
search and sort running in sequence. Compute bound applications
do not show performance improvement beyond 256 MB, however,
considering I/O applications are benefiting from higher CPU pro-
cessing capacity, we have observed a better performance at the

higher block size (512 MB) for these applications and in particular
on Xeon.

Fig. 4 presents the execution time analysis of the real world
applications. HDFS block size is one of the key parameters to im-
prove the workload performance. In Hadoop micro-benchmarks,
HDFS block size of 32 MB has the highest execution time as a small
HDFS block size generates large number of map tasks [number
of map tasks = Input data size /HDFS block size] that increases
the interaction between master and slave node. Based on this
observation, we have considered 64 MB the smallest HDFS block
size for the real world applications throughout the paper. Results
are consistent with the micro-benchmarks, illustrating that default
HDFS block size (64 MB) is not optimal to achieve the maximum
performance improvement. The HDFS block sizes of up to 256 MB
reduce the execution time. However, further increase in HDFS has
anegligible effect on the execution time. Considering NB and FP are
both compute-intensive applications, 256 MB is the optimal choice
to achieve the maximum performance.

Although, the optimal HDFS block size for the peak performance
is closely decided by the application type, extensive experimental
search to determine the best HDFS block size can be avoided by
considering 256 MB block size for the compute bound and 512 MB
for other applications as an optimal choice for performance.

3.1.2. Sensitivity analysis

Overall, the results show that while for I/O intensive MapRe-
duce applications Xeon has a clear performance advantage, the
gap between Xeon and Atom reduces significantly for compute-
intensive applications. Moreover, the results suggest that Atom
is significantly more sensitive to frequency and HDFS block size.
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Fig. 6. EDP analysis of entire Hadoop micro-benchmark on big and little core with frequency scaling.

Therefore, the performance gap between Atom and Xeon archi-
tecture can be reduced significantly through fine-tuning of the
system and architectural parameters on Atom, allowing maximum
energy efficiency, as will be discussed later. Also, the results sug-
gest that the optimal HDFS block size for the maximum perfor-
mance is closely decided by the application type and fine tuning
this parameter reduces the dependence on the highest operating
frequency.

3.2. Energy-efficiency analysis
In this section, we analyze the energy-delay-product (EDP) of

the studied applications while changing the frequency. Figs. 5 and
6 show the EDP results on Atom and Xeon for the entire application.

Figs. 7 and 8 present the map and reduce phases of all the studied
applications. In order to make fair comparisons, for each workload,
the EDP values are normalized to the EDP on Atom at the lowest
frequency of 1.2 GHz and with 512 MB HDEFS block size.

3.2.1. EDP of the entire application

The major observation for the EDP is that for most applications,
the low power characteristics of the Atom results in a lower EDP on
Atom compared to Xeon, with the exception of the Sort benchmark.
By scaling the frequency from 1.2 GHz to 1.8 GHz in Fig. 6, we have
observed 2.27X, 2.48X and 2.64X lower EDP on Atom compared to
Xeon for WordCount, Grep and Sort, respectively. This is due to the
fact that, the performance gap (in terms of execution time) for the
I/O intensive benchmark is very large between Atom and Xeon.

Please cite this article in press as: M. Malik, et al., Big vs little core for energy-efficient Hadoop computing, ]. Parallel Distrib. Comput. (2018),

https://doi.org/10.1016/j.jpdc.2018.02.017.




M. Malik et al. / ]. Parallel Distrib. Comput. 1 (11EE) INI-ENR

6
5 B WC [Map Phase] ® WC [Reduce Phase]
4
33
w
2
1
, WL m L
1.2 1.4 1.6 1.8 1.2 1.4 1.6 1.8
GHz GHz GHz GHz GHz GHz GHz GH:z
Atom Xeon
(a) WordCount.
B GP [Map phase] ® GP [Reduce phase]
3
o
g 2
1
, LIl
12 14 16 18 12 14 16 18
GHz GHz GHz GHz GHz GHz GHz GHz
Atom Xeon
(c) Grep.

1.6
W ST [Map phase
. [Map phase]

1.2

1
0.8
0.6
0.4
0.2

0 I

12 14 16 18 12 14 16 18

GHz GHz GHz GHz GHz GHz GHz GHz

EDP

Atom Xeon
(b) Sort.
4: M TS [Map phase] m TS [Reduce phase]
4
3.5
a 3
a 2.5
w
2
1.5
1
0.5 II I
: n
1.2 14 16 18 1.2 14 16 138
GHz GHz GHz GHz GHz GHz GHz GH:z
Atom Xeon
(d) TeraSort.

Fig. 7. EDP analysis of Map and Reduce phase on big and little core with frequency scaling.

B NB [Map Phase] = NB [Reduce Phase]

EDP
O Rr N WHMUON®

12 14 16 18 12 14 16 138
GHz GHz GHz GHz GHz GHz GHz GHz

Atom Xeon
(a) NB.

1.6
14
1.2

B FP [Map Phase]  H FP [Reduce Phase]

& o8
w
0.6
0.4
0.2

1.2

II I- I-
14 16 18

1.2 14 16 18
GHz GHz GHz GHz GHz GHz GHz GH:z

Atom Xeon
(b) FP.

Fig. 8. EDP analysis of Map and Reduce phase of real world applications on big and little core with frequency scaling.

Since the EDP is a function of the execution time and the power,
the total EDP on Xeon is lower for the sort benchmark. Moreover,
Figs. 5 and 6 also show that across all studied applications, the
increase in the frequency reduces the total EDP. While increasing
the frequency increases the power consumption, it reduces the
execution time of the application and consequently the total EDP.

3.2.2. Map reduce phase analysis

The results in Figs. 7 and 8 show that map phase follows similar
trend as the entire application in terms of EDP; as frequency
increases, the EDP for map phase reduces. Also, the most energy-
efficient core is Atom for the map phase. However, for the reduce
phase, a different trend is observed. Increasing the frequency does

not always reduce the EDP. For instance, for NB and GP an opposite
trend is observed. This is mainly due to the fact that reduce phase,
unlike map phase is memory intensive as it requires significant
communication with memory subsystem. Also comparing Atom
and Xeon running at the same frequency, while map phase prefers
Atom almost all applications, reduce phase prefers Xeon in several
cases; examples are NB and GP.

3.2.3. Sensitivity analysis

We carry out a sensitivity analysis of the EDP ratio of the
applications on Xeon to Atom. The motivation is to compare the
EDP gap between Xeon and Atom for various tuning parameters.
Fig. 9 presents the EDP change with respect to the HDFS block
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Fig. 9. EDP of Hadoop benchmarks at various HDFS block size.

size for a frequency of 1.8 GHz. The results show that increasing
HDEFS block size increases the EDP gap between Atom and Xeon. As
we have observed in Fig. 9, with HDFS block size of 512 MB, the
EDP gap between Atom and Xeon increases more than 2X. Since
in Atom, the performance bottleneck exists in the memory sub-
system, improving memory subsystem performance by increasing
HDEFS block size enhances its performance more compared to Xeon,
and reduces the performance gap between the two architectures.

3.3. Input data size sensitivity analysis

In this section, we study the impact of input data size on perfor-
mance and energy-efficiency of Atom vs Xeon. We have conducted
the data size sensitivity analysis of Hadoop micro-benchmarks and
real world applications with the datasets of 1 GB, 10 GB, and 20 GB
per node. The HDFS block size considered for this experiment is
512 MB with 1.8 GHz operating frequency.

Figs. 10 and 11 present the normalized execution time break-
down of Hadoop applications (Map phase, Reduce phase and Oth-
ers) along with the total execution time of the entire workload
on big and little cores (presented as a line graph in the figure).
As shown, the execution time is proportional to the input data
size. Comparing the two architectures, we can observe that the
execution time increases significantly more on Atom as a function
of data size (10.15X, 7.75X, 27.15X, 8.59X, and 7.97X) compared to
Xeon (3.45X, 7.75X, 26.07X, 7.22X, and 5.96X) for GP, WC, TS, NB
and FP, respectively, as shown in Figs. 10 and 11. This is mainly
due to the performance bottleneck of Atom core that exist in its
compute capacity as well as memory subsystem, which is exposed
more as the size of data increases.

To evaluate the trade-off of power and performance between
Xeon and Atom, we have investigated the EDP metric (Figs. 12 and
13). We have observed a clear trend of rise in EDP with the increase
in input data size across both architectures. Across almost all the
studied benchmarks little Atom core is clearly a favorite choice for

energy-efficiency, with the exception of the sort application. The
increase in the data size progressively makes the big core more effi-
cient compared to the little core across all the applications with the
exception of Sort that illustrate the opposite trend. For the smaller
data size, the higher processing capability of big core hides the
I/O communication cost effectively. However, the rise in data size
aggravates the I/O cost to an extent that it diminishes the benefit
of the high processing capability of the big core for I/O intensive
benchmarks. Note that big core has no advantage of big DRAM
size as we have set the studied applications to utilize the same
DRAM size in both architectures. Additionally, we have studied
the EDP results of Atom vs. Xeon for the map and reduce phases.
This experiment will help guiding scheduling decision such as the
choice of the core to run map or reduce phase to improve energy
efficiency. The results are presented in Fig. 13. For the map phase,
we observed very similar trend to the entire application, showing
clear benefit for little core, except for I/O bound applications and
also when the size of data per node increases.

3.4. Performance hotspot and post-acceleration CPU code characteri-
zation

In recent years, the interest in hardware acceleration has re-
vived mainly due to the dark silicon challenge. In addition to
big, medium, and small cores, the integration of domain-specific
accelerators, such as and FPGAs in cloud computing platforms
has become extensive. To find out the right CPU core for Hadoop
MapReduce processing, it is important to understand how de-
ploying an accelerator, such as FPGA or GPUs, would necessitate
adapting the choice of CPU. While the GPU-based platforms have
achieved significant speedup across a wide range of benchmarks,
their high power demands preclude them for energy-efficient com-
puting [ 12,26]. FPGAs have shown to be more energy efficient [24]
and they allow the exploitation of fine-grained parallelism in
the algorithms. Moreover, advances in the FPGA technology ad-
vances, suggest that new generation of FPGAs will outperform
GPUs. In [31] the authors compare two generations of Intel FPGAs
(Arria 10, Stratix10) against the latest highest performance Titan
X Pascal GPU. For a ResNet case study, their results show that for
Ternary ResNet [20], the Stratix 10 FPGA can deliver 60% better
performance over Titan X Pascal GPU, while being 2.3 x better in
performance/watt showing that FPGAs may become the platform
of choice for accelerating the applications. Therefore, we have
considered FPGA as a domain-specific accelerator.

The post acceleration code characteristics are important to find
the right architecture for efficient processing of Hadoop appli-
cations. In this section, we analyze the choice of big vs. little
core-based server for the code that remains for the CPU after
acceleration, compared with the choice of big vs. little before accel-
eration. A key research challenge for heterogeneous architecture
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Fig. 10. Execution time and breakdown of Hadoop micro-benchmarks at various input data size.
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Fig. 13. EDP analysis of Map Phase and Reduce phase with respect to the input data size.

that integrates CPU and accelerator such as FPGA is workload
partitioning and mapping of a given application (which is alter-
natively referred to as scheduling) to CPU and FPGA for power,
performance, and QoS. This is commonly referred as hardware and
software partitioning. A common method for HW/SW partitioning
is to profile the application to find the performance hotspot region.
These regions are candidates for FPGA acceleration, as long as
the overhead of communication with CPU is not significant [1].
There are several tasks involved in an end-to-end big data Hadoop
MapReduce environment.

To perform hotspot analysis of the applications, we identify and
analyze these phases based on their execution time. Here we have
considered the 512 MB HDFS block size and 1.8 GHz operating
frequency. Note that sort benchmark has no reduce task. For grep
benchmark, which includes two separate phases (i.e., searching
and then sorting the results), the setup and cleanup contribute

to a significant portion of execution time. Since the computa-
tion intensive part of the applications lie on the map and reduce
phase, it is critical to understand how sensitive they are for the
post-accelerated code analysis. In most of the studied applications,
the map function accounts for more than half of the execution
time. Additionally, given that sort has no reduce phase and in
most studied applications, map execution phase is the hotspot,
we assume map tasks are offloaded to an accelerator such as
FPGA. The execution time of the map phase after acceleration
consists of three major parts, i.e. time_cpu — the software part
of the map phase that remains on the CPU-, time_fpga — the
hardware part of the map function that is offloaded to the FPGA-
and time_trans — the data transfer time between the FPGA and
the CPU core. Time_trans is calculated based on the speed of
the connections link and the amount of data that is transferred
between the accelerator and the CPU. While related work [1,9,16]
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have focused on modeling how adding various accelerators, with
various interconnects improves the designs, our main goal is to
characterize how adding FPGAs change tuning of various system
and architecture-level parameters in the design. To this end, with-
out diving into how each application can be accelerated, we have
studied a wide range of acceleration rates of the map-phase, which
ranges from no speedup (1X) to 100X (speedup is achieved as
time_allCPU/[time_cpu+time_fpga+time_trans]), asin Fig. 14. After
calculating the new execution time, we can study the remaining
modules that are left for the big or little core-based server to
run.

Fig. 14 shows the impact of post-accelerated code by investi-
gating the speed up — migrating from Atom to Xeon before and
after acceleration. We report the little vs big core speed up in terms
of

(ExectlmeAmm/ Exectimexeon)remaining code after acceleration

Speed up = M

(ExectimeAmm/ ExectimeXeon)entire application
(Exectimepgom /Exectimeyeon )remaining code after acceleration
represents the speed up obtained by migrating the post-
accelerated code from Atom to Xeon.

M. Malik et al. / ]. Parallel Distrib. Comput. 1 (111) INE-1N1

(Exectimeaom/EXectimexeon Jentire applications F€presents the speed
up obtained by migrating the application from Atom to Xeon before
acceleration.

Using Eq. (1), we can evaluate the impact of Atom over Xeon
speedup gain after acceleration compared to speed up before ac-
celeration. All the benchmarks in Fig. 14 have speed up less than 1
which indicates that speedup of migrating from Atom to Xeon after
acceleration reduces compared to speed up before acceleration.
We have observed a negligible impact on Terasort and Grep. The
contribution of Map phase execution time to the entire application
execution time for these applications is lower compared to the
other applications that explains why there is no significant differ-
ence between before and after acceleration for the choice of Atom
vs Xeon. Overall, Xeon provides a lower execution time, however,
if speedup after acceleration is very small then considering the
power consumption of Xeon, Atom-based server will be a more
efficient choice to execute the post-accelerated code.

3.4.1. Frequency and HDFS block size sensitivity analysis before and
after acceleration

Additionally, we have performed the post-accelerated code
analysis with respect to the frequency scaling (Fig. 15). With the
exception of grep and FP at the lower frequencies, all other bench-
marks have shown that the speed up of migrating from Atom to
Xeon after acceleration reduces compared to the before accelera-
tion.

Fig. 16 illustrates the post-accelerated code analysis with var-
ious HDFS block size. We have observed that for the grep and
TeraSort, with the increase in the data size the speedup after ac-
celeration increases compared to the speedup before acceleration.
This behavior is consistent with the fact that reduce phase of these
applications has a significant contribution to the total execution
time as compared to the other applications.

However, sort shows the opposite trend as it has only the map
phase that is being offloaded to the accelerator. On the other hand,
FP, a compute-bound application, shows that the speedup of mi-
grating from Atom to Xeon achieves after deploying an accelerator
outperforms the speedup before acceleration as we have observe
a significant performance gap between Atom and Xeon for this
application.
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Table 3
Operational and capital cost analysis of Hadoop applications.
Atom Xeon
M2 M4 M6 M8 M2 M4 M6 M8
EDP (] s) wC 4.20E+05 3.37E405 3.06E+4-05 3.05E405 1.52E4+-06 6.66E+4-05 6.70E4-05 6.50E4-05
ST 1.05E+06 6.64E+4-05 5.66E+4-05 3.40E4-05 1.38E4+04 8.94E4-03 8.78E4-03 1.31E+04
GP 2.55E+04 1.71E4+04 1.53E+04 1.85E+04 4.06E+04 3.96E+04 3.80E+04 3.94E+04
TS 1.83E4-05 1.05E4-05 7.35E+4+04 7.71E4+-04 2.43E+05 2.07E4-05 1.94E4-05 2.04E+05
NB 2.64E4-06 9.23E4-05 5.74E4-05 5.51E4-05 3.77E4-06 9.97E4-05 5.80E4-05 5.26E4-05
FP 9.53E+09 3.28E+09 2.45E+409 1.77E4+09 2.07E4+10 5.44E4-09 3.21E4+09 2.74E+409
ED2P (J s?) WwC 1.41E4-08 9.60E+-07 8.59E+4-07 8.52E+07 4.56E4-08 1.04E4-08 1.03E4-08 9.56E+07
ST 5.00E4-08 2.40E+4-08 1.79E4-08 8.83E4-07 3.58E4-05 1.97E4+05 1.76E+05 3.40E4-05
GP 2.12E4+-06 1.13E4-06 9.77E+-05 1.11E4-06 2.27E406 2.14E4-06 2.05E4-06 2.05E+-06
TS 3.93E+07 1.63E+4-07 8.96E+06 9.25E+06 2.47E4-07 1.90E+07 1.73E4+07 1.77E4-07
NB 2.23E4-09 3.81E408 1.49E4-08 1.41E4-08 1.32E4+-09 1.76E+408 7.60E4-07 6.54E4-07
FP 4.49E+14 8.20E+13 4.57E+13 2.60E+13 5.33E+14 7.03E+13 3.13E+13 2.47E+13
EDAP (J mm? s) WC 1.34E+08 2.16E+08 2.94E+08 3.91E+4-08 6.56E408 5.75E+08 8.68E+08 1.12E4+09
ST 3.38E4+08 4.25E+08 5.44E4-08 4.35E+4-08 5.95E+06 7.73E4-06 1.14E4-07 2.26E+07
GP 8.16E4-06 1.09E4-07 1.47E4-07 2.37E4-07 1.75E4+-07 3.42E4-07 4.92E+07 6.80E4-07
TS 5.84E+4-07 6.75E+07 7.05E+-07 9.87E+07 1.05E+08 1.79E4-08 2.51E408 3.52E+08
NB 8.46E+08 5.90E+08 5.51E408 7.05E4-08 1.63E4-09 8.62E4-08 7.52E4-08 9.09E+08
FP 3.05E+12 2.10E+12 2.36E+12 2.27E4+12 8.96E+412 4.70E+12 4.16E+12 4.74E+12
ED2AP (J mm? s?) WC 4.53E+10 6.14E+10 8.25E+10 1.09E+11 1.97E+11 8.98E+10 1.34E+11 1.65E+11
ST 1.60E+11 1.53E+11 1.72E+11 1.13E+11 1.55E+08 1.70E4-08 2.27E+08 5.88E+08
GP 6.77E4-08 7.20E4-08 9.38E4-08 1.42E4-09 9.82E4-08 1.85E4+09 2.66E4-09 3.54E4-09
TS 1.26E+10 1.05E+10 8.60E+4-09 1.18E4+10 1.07E+10 1.65E+10 2.24E4+10 3.06E+10
NB 7.14E+11 2.44E+11 1.43E+11 1.80E+11 5.72E+11 1.52E+11 9.85E+10 1.13E+11
FP 1.44E4-17 5.24E+16 4.39E+16 3.33E+16 2.30E+17 6.07E+-16 4.06E+16 4.27E+16

3.5. Scheduling

In the previous sections, we analyzed the execution time and
the energy-efficiency of MapReduce benchmarks across a wide
range of application, system and architecture levels parameters
on Xeon and Atom cores. These analyses will help guide the
scheduling optimization decisions in a heterogeneous architecture,
as we will show, through several case studies. Assume that we
have X number of Xeon cores and Y available number of Atom
cores available for scheduling. While from the user perspective,
improving performance and getting the MapReduce jobs done
faster is the goal which is mainly accomplished by allocating the
maximum number of available big Xeon cores to the task, from
the cloud computing provider perspective, the choice of X and Y is
influenced by not only the performance but also the cost including
the operational cost as well as the capital cost. Operational cost
is proportional to the energy and the capital cost is proportional
to the chip area of the core. In that perspective, Atom cores are
clearly a preferred choice. Assuming Atom and Xeon architectures
with 2, 4, 6 and 8 cores, we analyze the energy-delay product
(ED*P) and energy-delay-area product (ED*AP), which indicates
the cost [21] to understand the interaction between energy, cost
and performance characteristics of the studied applications. The
objective of this analysis is to select a right number of Xeon or Atom
cores that minimizes various costs, including cost driven by the
area as well as the energy. Based on the analysis results presented
in the previous sections we set HDFS block size at 512 MB and
operating frequency at the 1.8 GHz.

Table 3 shows the results for the operational and capital cost of
the Hadoop micro-benchmarks and real world applications with
various number of Xeon and Atom cores/mappers. The number of
the mappers is set to be equal to the number of cores (M). It should
be noted that EDP is a function of both the execution time and
power. Adding more cores to the architecture lowers the execution
time, but increases the power consumption. From Table 3 results
we observe that in most cases, increasing the number of cores,
enhances the energy efficiency. However, in Grep and Terasort
benchmarks, the lowest EDP on Atom is achieved with 6 cores.
Moreover, the variations in the EDP with respect to the number
of cores is more significant on Atom. Results show that EDP can be

reduced by up to 5X (in sort benchmark) by utilizing a maximum
number of Atom cores compared to using minimum two, yielding
both higher performance and energy-efficiency.

As mentioned earlier, the capital cost of the architecture is
another major cost function that affects the scheduling decisions.
In order to take the capital cost into account, we study ED*AP
values, presented in Table 3. Hadoop micro-benchmarks show that
while increasing the number of cores reduces the EDP, it increases
the EDAP. Thus, based on the optimization goals, capital cost con-
straints may prompt the scheduler to use fewer number of cores.
However, for the real world applications, we have observed a dif-
ferent trend where increasing the number of cores is reducing the
EDAP. One reason is that real world applications have significantly
higher execution time and power consumption compared to the
Hadoop micro-benchmarks. Therefore, the performance improve-
ment achieved by introducing more cores for the compute-bound
real world applications are more significant that even results in
lowering EDAP as well.

While the scheduling decision to maximize performance and
satisfy user expectation attempts to maximize the number of avail-
able cores, the scheduling decision attempts to reduce the number
of cores for cost efficiency as well as energy-efficiency as it is pre-
ferred by the cloud provider. To find the middle ground between
the user and cloud provider expectations, we have performed op-
erational and cost analysis of studied benchmark normalized to the
maximum number of Xeon cores (i.e. 8 cores), presented in Fig. 17
(Spider graphs). Each corner of the spider graphs illustrates the
operational and capital cost metrics including energy-efficiency
(EDP), near real-time energy efficiency (ED?P), cost energy effi-
ciency (EDAP) and near real-time cost energy efficiency (ED?AP).
The spider graph is divided into two regions (labeled by 8X equal
to 1), an inner region and outer region. Inner region illustrates that
little core is preferable to execute the MapReduce job, however,
the outer region favors the big core. The results close to the origin
represent the maximum energy and cost efficiency.

For the energy efficiency (EDP) results, the comparison between
Atom and Xeon shows that the Atom cores are more energy-
efficient than the Xeon cores for all the studied applications with
the exception of Sort as it has the higher performance gap between
Atom and Xeon that results in lower EDP on Xeon. Additionally, we
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Fig. 17. Results presented are for energy-efficiency (EDP in ] s), real time energy efficiency (ED2P in ] s?), cost energy efficiency (EDAP-in ] mm? s) and real time cost energy

efficiency (ED2AP in ] mm? s?) of Hadoop applications normalized to the 8 Xeon core.

have observed that due to the high power consumption of Xeon
core, even utilizing the maximum number of Atom cores (i.e. 8
cores) achieves lower EDP compared to the Xeon architecture with

the 2 cores.

For the near real-time energy efficiency (ED?P), a large number
of Xeon cores (4 and more) outperform small number of Atoms
cores. This is due to the fact that real-time energy efficiency gap
gradually decreases with a large number of Xeon cores. While for

https://doi.org/10.1016/j.jpdc.2018.02.017.
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ED?P a large number of Xeon cores (4 and more) outperform the
small number of Xeon cores, similar to the EDP, the minimum
ED?P is achieved with a large number of Atom cores (6 and 8
cores). A comparison of the cost energy efficiency (EDAP) value
between Atom and Xeon shows that EDAP is lower on Atom for
most applications including Hadoop micro-benchmarks and real
world applications, for a certain number of cores. Additionally,
we have observed that Atom with a smaller number of cores
provides maximum cost energy efficiency as compared to the
Xeon cores. For sort application, the EDAP on Xeon cores is lower
than Atom, due to the high performance gap between Atom and
Xeon.

The real-time cost energy efficiency (ED?AP) analysis illustrates
that for the Terasort and architecture with 8 cores. This is an inter-
esting observation, which allows us to use Xeon Grep applications,
the Xeon architecture with 2 cores yields lower ED?AP than the
Atom architecture with 8 cores. This is an interesting observation,
which allows us to use Xeon architecture with a small number of
cores, rather than running the job on many Atom cores. In this
case, we are able to benefit from the high performance Xeon core,
yielding low ED*AP costs. However, for the real world applications,
higher computation power is required to process the applications
that can be achieved with large number of Atom or Xeon cores.
Considering the power consumption of Xeon, Atom cores will
be a more efficient choice to execute the Hadoop applications.
Additionally, through the comprehensive system level analysis in
Section 3.2, we illustrate that the reliance of the maximum number
of cores for Atom architecture can be reduced by fine-tuning the
system, application and architectural parameters.

The pseudo code to schedule the workloads in heterogeneous
server architecture to minimize the operational and capital cost is
provided as follows

Schedule Big Data Application on Big or Little cores in heterogeneous architecture
Goal is to minimize operational cost and capital cost = {EDXP, ED*AP}
Applications are classified as compute bound (C), IO bound (I) and Hybrid (H) = {C, I, H}
Number of Big/Xeon cores X = {2, 4, 6, 8}
Number of Little/Atom cores A = {2, 4, 6, 8}
Applications are referred as App

Procedure schedule_workloads (goal, App)
If App=C
For the min operational cost and capital cost
Assign large number of Atom cores to run the application (A=8)
Fine-tune configuration parameter to reduce the number of cores
IfApp=1
For the min operational cost and capital cost
Assign small number of Xeon cores to run the application (X=4)
If App=H
For the min ED?AP
Assign small number of Xeon cores to run the application (X=2)
Otherwise
Assign large number of Atom cores to run the application (A=8)
Fine-tune configuration parameter to reduce the number of cores
Return (X, A)

In general, our results in cloud computing infrastructure
equipped with heterogeneous server architectures illustrate that
by fine-tuning the system and heterogeneous architectures, the
minimum operational and capital cost can be achieved for compute
intensive Hadoop applications by scheduling them to large number
of little cores while still satisfying user expected performance
comparable to what can be achieved on big cores. The reliance on
large number of little cores can be reduced significantly by fine-
tuning the application, system and architecture level parameters.
For I/O bound applications, Xeon core still shows to be the favorite
choice for energy as well as cost efficiency.

4. Related work

Recently, there have been a number of efforts to understand the
behavior of big data and cloud-scale applications [8,10], by bench-
marking and characterizing them, to find out whether state-of-the-
art high-performance server platform is suited to process them

efficiently. The most prominent big data benchmarks, including
CloudSuite, HiBench, BigDataBench, LinkBench, and CloudRank-D
focus on the applications’ characterization [9,13,16,37,38]. These
works analyze the application characterization of big data ap-
plications on the Hadoop platform, but they do not discuss the
implication of this new set of applications on the choice of big vs
little core architectures.

Many recent works have investigated the energy efficiency
in the Hadoop system including energy-efficient storage for
Hadoop [15,23], energy-aware scheduling of MapReduce jobs [25]
and GreenHadoop [4]. Additionally, the impact of Hadoop configu-
ration parameters has been discussed in [4]. But these works have
not studied the impact of frequency scaling and its interplay on
Hadoop specific parameters for optimizing the energy efficiency
and the impact on the choice of big vs little core. ARIA [19] is an
analytical model that utilizes the knowledge of the map and reduce
task completion time as a function of the allocated resources.
However, this study lacks the power and energy analysis on the
low-power embedded server with various system and architecture
parameters. The work in [2] is the closest to our work as they con-
duct a study of microserver performance for Hadoop applications.
However, their main focus is on the assessment of five different
hardware configuration clusters for performance and energy con-
sumption. In contrast, our work explores Hadoop configuration pa-
rameters and system parameters for the performance and energy
efficiency, as well as cost efficiency of Hadoop applications in a
heterogeneous architecture and the choice between big and little
cores.

There have been also a number of research into application
specific [32,39] and domain-specific accelerators [7,18,36]. Using
tightly integrated FPGA [40] with CPU, and GPU with CPU [5],
to accelerate big data processing have been proposed in recent
work. While deploying programmable accelerator is a new and
hot research topic, little attention has been paid on how CPU
designs should be adapted to this change. To the best of our
knowledge, the only work on this topic is by Arora [22], which
studied the role of the CPU for a CPU+GPU architecture. They
concluded that, in a CPU+GPU architecture, the CPU is running a
code that is significantly different from a CPU-only code. In this
paper, we demonstrated how deploying accelerator such as FPGA
for big data affects the choice of big vs. little core for efficient
processing.

5. Conclusion

This paper answers the important question of whether big
core or little core is more energy and cost efficient to process
Hadoop applications. To answer this question it is important to
take into consideration tuning parameters at application, system
and architecture levels as they influence performance, energy
efficiency and cost efficiency of Hadoop applications. Based on
real system experimental results, we have observed that for I/O
intensive Hadoop applications, Xeon has a clear performance ad-
vantage, however, the gap between Xeon and Atom reduces sig-
nificantly for compute intensive Hadoop applications. Also, Atom
has shown to be significantly more sensitive to tuning parameters
such as frequency and HDFS block size. Therefore, the performance
gap between the two architectures can be reduced significantly
through fine-tuning of the system and architectural parameters
on Atom, allowing maximum energy efficiency. Furthermore, for
the map phase, compute intensive benchmarks clearly favor the
Atom for energy-efficiency, while I/O intensive favors Xeon. For
the reduce phase, Atom is the favorite choice across all studied
applications.

Comparing the two architectures with respect to the input data
size, we can observe that the execution time increases significantly
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more on Atom as a function of data size compared to Xeon for
big data applications. In addition, we have observed a clear trend
of rise in EDP with the increase in input data size across both
architectures. The increase in the data size progressively makes the
big core more efficient compared to the little core across all the
applications with the exception of Sort that illustrate the opposite
trend.

As future cloud-scale architecture will be equipped with on-
chip accelerator it is important to understand the choice of Atom
vs Xeon cores after acceleration compared to before accelera-
tion. We observed that the speedup gain of migrating from Atom
to Xeon reduces significantly after acceleration compared to be-
fore acceleration. The presence of hardware accelerator changes
the most efficient architecture. Overall, Xeon provides a lower
execution time, however, if speedup after acceleration is very
small then considering the power consumption of Xeon, Atom
is a more energy-efficient choice to execute the post-accelerated
code.

In addition, we also analyzed the operational and capital cost
estimation, which helps guiding scheduling decisions in cloud en-
vironment equipped with heterogeneous architectures to find out
which of big or little core is the more cost-efficient. For compute
intensive applications, we found that the minimum operational
and capital cost can be achieved by scheduling to a large number
of Atom cores while still satisfying user expected performance
comparable to the performance that can be achieved on few
Xeon cores. The reliance on a large number of Atom cores can be
reduced significantly by fine-tuning the application, system and
architecture level parameters. For I/O intensive applications, Xeon
still shows to be the favorite choice for energy as well as cost
efficiency.
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