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Spin transfer torque (STT) switching realized using a magnetic tunnel junction (MTJ) device has shown great
potential for low power and non-volatile storage. A prime application of MTJs is in building non-volatile look
up tables (LUT) used in reconfigurable logic. Such LUTs use a hybrid integration of CMOS transistors and MTJ
devices. This paper discusses the reliability of STT based LUTs under transistor and MTJ variations in nano-
scale. The sources of process variations include both the CMOS device related variations and the MTJ variations.
A key part of the STT based LUTs is the sense amplifier needed for reading out theMTJ state.We compare the volt-
age and current based sensing schemes in terms of the power, performance, and reliability metrics. Based on our
simulation results in a 16 nmbulk CMOS, for the same total device area, the voltage sensing scheme offers 17% to
28% lower failure rates under combined intra-die transistor andMTJ variations, comparable delay, and 56% lower
active power compared to the current sensing scheme. Moreover, we compare the reliability of the two sensing
schemes under negative bias temperature instability (NBTI) of PMOS transistors. Our results indicate that the
failures rates increase over time by transistor aging for both designs, and the voltage sensing scheme maintains
its improved failure rate over to the current sensing scheme.

© 2016 Elsevier Ltd. All rights reserved.
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1. Introduction

Spin transfer torque (STT) refers to a switchingmechanism resulting
in change of magnetic state in a magnetic tunnel junction (MTJ) device
[1]. TheMTJ is composed of a fixed and free magnetic layer isolated by a
thin insulator (Fig. 1) [2]. The parallel and anti-parallel magnetic state of
the two layers, representing binary states, is sensed by the resulting low
and high resistance across the two terminals of the MTJ [1,2]. The cur-
rent passed through theMTJ for sensing its resistance (i.e. read current)
has to be less than the current needed for changing its state (i.e. write or
critical current) [1,2].

Due to its non-volatile nature and CMOS compatibility, STT-based
memory (STT-RAM)has shown great promise in addressing the leakage
barrier for SRAM.While the highwrite power still remains to be amajor
obstacle for STT-RAM [3], the application of STT-based memory in
reconfigurable logic, as in field programmable gate arrays (FPGA) or
reconfigurable functional units, seems more promising due to the low
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frequency of reconfiguration where the write power occurs [4,25,26].
Reconfigurable logic relies on implementing logic in small look-up-
tables (LUT). STT-based LUTs are realized by using MTJs as storage
elements and using CMOS for interface circuitry needed for read
and write operations [4–7]. The CMOS interface includes a decoder/
multiplexer for selecting a unique MTJ for read/write and a sense ampli-
fier for sensing the resistance of the selectedMTJ in the readmode [4–7].

Scaling of the CMOS technology to ever smaller dimensions has
posed serious reliability challenge to designs. The main cause of the
issue is increasing process variations (both spatial and temporal) affect-
ing transistor characteristics, and especially the threshold voltage (Vth).
Such variations include both inter- and intra-die variations. Some
causes of variations such as random dopant fluctuations (RDF) exhibit
uncorrelated variations from one device to another and hence fall into
the intra-die category, whereas other sources such as oxide-thickness
variations tend to exhibit correlations among adjacent devices and
hence fall more into the inter-die variations. In addition to transistor
variations, MTJs exhibit variations in their geometrical parameters
such as insulator thickness and 2D area [8]. Such variations result in
variations in resistance of an MTJ [9].

Negative bias temperature instability (NBTI) is another important
reliability concern resulting in Vth increase for PMOS transistors over
life-time and hence impacting circuit power, performance, and reliability
[12–17].

http://crossmark.crossref.org/dialog/?doi=10.1016/j.microrel.2016.03.003&domain=pdf
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Fig. 1.ProgrammableMTJ: (a) Parallel (low resistance) and (b) anti-parallel (high resistance)
states.
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In this paper, we analyze the impact of CMOS/MTJ process variations
and NBTI on the reliability of the STT-based LUTs.We present a compar-
ative analysis of voltage vs. currentmode sensing schemes in such LUTs.
The contributions of this paper are as follows:

• Comparative reliability analysis of voltage vs. current mode sensing
schemes in STT-based LUTs considering both CMOS andMTJ variations;

• Statistical transistor sizing of the designs for fair comparison under
same area;

• Comparative reliability analysis of voltage vs. current mode sensing
schemes in STT-based LUTs against NBTI aging.

The remainder of the paper is organized as follows. Section 2
introduces the voltage and current mode sensing schemes for STT-
LUTs. Section 3 presents the modeling of process variations and
statistical sizing of the designs. The results of the process variation
analysis and comparisons are discussed in Section 4. Section 5
presents the NBTI modeling and analysis and comparison. Section 6
concludes the paper.

2. Sense amplifier schemes for STT-LUT

An n-input LUT contains 2n storage elements that are accessed via a
decoder/multiplexer. However, in STT-LUTs, since the storage elements
are MTJs that exhibit high and low resistance states, there is also need
for a sense amplifier stage to compare the resistance of the selected
MTJ with a reference resistance to produce full voltage swing logic one
or zero signal depending on the MTJ being in the high or low resistance
state (Fig. 2) [4–7].

For high read performance and enhanced noise margin, greater
difference between the low and high resistances of the MTJ is desired.
This resistancedifferential is quantified by the tunnelmagneto resistance
(TMR), defined as:

TMR ¼ RAP � RP

RP
ð1Þ

where RP and RAP are the resistances of the MTJ in the parallel and anti-
parallel states, respectively. TMR is a technology parameter dependent
on the MTJ geometries and materials.
Fig. 2. STT-based LUT, a hybrid MTJ/CMOS design.
To translate the RP and RAP into a binary full swing voltage signal in
the readmode, a sense amplifier is used to compare the resistance of the
selected MTJ against a reference resistor (Fig. 2). The value of the
reference resistor should be set to maximize the sensing margin of the
sense amplifier for both MTJ states. In the read mode, the selected MTJ
and the reference resistors are biased and their currents are passed to
the sense amplifier stage. The sense amplifier can be designed to either
directly amplify the current differential (i.e. current mode sensing) or a
current-to-voltage conversion stage may precede a voltage mode sense
amplifier. These two styles of sensing theMTJ resistance are discussed in
further detail in the remainder of this section. Since the write paths
remain identical, we will only discuss the read paths and compare the
read performance of the two styles.

2.1. Voltage sensing mode STT-LUT

Fig. 3 shows the schematic of a voltage sensingmode (VSM) 2-input
(4-bit) STT-LUT [6]. This is a dynamic circuit that operates in a precharge
(CLK = 0) and evaluate (CLK = 1) fashion. The MTJ selection is per-
formed via a pass-transistor decoder/multiplexer (selection tree). To
balance the transistor paths of the MTJs and the reference resistor
(RREF), similar transistors are inserted above the reference resistor.
When CLK switches high, the current provided by the dynamic current
source is divided between the selected MTJ and the reference resistor,
resulting in a current differential that will be drained from the nodes
DEC and REF. This current differential is converted to a low swing volt-
age differential on the nodes DEC and REF by the current-to-voltage
converter circuit which is composed of the two cross coupled PMOSes.
This voltage differential is then amplified by a voltage-mode sense
amplifier to produce full swing differential outputs (Z and Z′).

Sensing margin is one of the metrics used to measure the reliability
of reading the state of an MTJ cell [20,21]. The sensing margin for this
scheme is defined as the minimum voltage differential between the in-
puts of the sense amplifier (nodes DEC and REF) in the evaluation phase
(when CLK switches high), when sensing RAP and RP:

SM ¼ min VDEC � VREFð ÞjRAP
; VREF � VDECð ÞjRP

� �
: ð2Þ

This quantity right at the beginning of the evaluation cycle is zero
and increases as time passes. Since the sense amplifier does not start
sensing until one of the voltages, VDEC or VREF, falls below the PMOS
threshold voltage, we measure the sensing margin at that time
which is found by simulating the design under nominal process
conditions.

2.2. Current sensing mode STT-LUT

Fig. 4 shows the schematic of a current sensingmode (CSM) 2-input
(4-bit) STT-LUT [7]. The design is similar to the VSM version except that
the current differential is directly applied to a current mode sense am-
plifier, and hence the current-to-voltage convertor circuit is eliminated.
This is also a dynamic design.When the clock is high, the sense amplifier
is biased in a metastable state by shorting its outputs. The outputs
approach a voltage of about Vdd/2 in this case and this voltage is also ap-
plied as bias to theMTJ and reference resistors.When the clock switches
low, the cross-couple inverter in the sense amplifier will switch to one
of the stable states and the direction of this switching will be deter-
mined by the current differential between theMTJ and the reference re-
sistor. Since during the biasing of the sense amplifier in themeta-stable
condition (i.e. when CLK is high), the outputs are shorted, there is
considerable static short circuit power dissipated on the sense amplifier.
In order to reduce this short circuit power, the CLK duty cycle (high
duration) should be reduced. In this research CLK has a duty cycle of
50% to maintain uniformity in the analysis and comparisons.



Fig. 3. Voltage sensing mode STT-LUT [6].
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The sensing margin for this design is defined as the minimum
current differential between the two legs of the sense amplifier (IMTJ

and IREF), when sensing RAP and RP:

SM ¼ min IREF � IMTJ
� ���

RAP
; IMTJ � IREF
� ���

RP

� �
: ð3Þ

Since the sensing starts as soon as the evaluation phase starts
(CLK switches low), this quantity is measured right before or at the
very beginning of the start of the evaluation phase.
Fig. 4. Current sensing
3. Process variation modeling and analysis

3.1. CMOS variations

CMOS process variations have various causes that affect transistor
performance. The effect of most causes of variations can be captured
as Vth variation. Some sources of variations such as RDF are random
(uncorrelated) in nature, whereas some other such as oxide thickness
variations are correlated. The variations can be divided into two groups
of inter and intra-die variations [27]. The uncorrelated and random
causes belong to the intra-die category and the correlated ones to the
mode STT-LUT [7].



Table 2
Vth sensitivity rankings for CSM STT-LUT.

Ranking Transistor name Sensitivity (ps/mV)

1 MN1 4.20
1 MN2 4.20
2 MN3 1.93
3 MN5 1.11
3 MN6 1.11
4 MN11 0.94
5 MN12 0.86
6 MN13 0.11
7 MN7 0.003
7 MN8 0.003
7 MN9 0.003
7 MN10 0.003
8 MP0 0.001
8 MP1 0.001
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inter-die category. We model the Vth variation of a transistor by adding
a DC voltage source in series with the gate terminal with a parameter-
ized voltage level that represents the total Vth shift for a transistor.
Thismodeling allows us to do both inter and intra-die Vth variation anal-
ysis. The intra-die variation considered in this study is RDF due to its
prominence in scaled bulk CMOS transistors. The Vth shift by RDF is in-
versely related to the square root of the device area (W × L) as follows
[28]:

σVt ¼ qTox
εox

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NaWdð Þ

3LminWmin

s" #
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LminWmin

LW

r
¼ σVt0 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LminWmin

LW

r
ð4Þ

where all the technology parameters are lumped into σvt0 which repre-
sents the standarddeviation of Vth variation of aminimumsized transis-
tor with dimensions Lmin and Wmin. L and W are channel length and
width of the given transistor.

Sense amplifier circuits utilize differential pair transistors to do ana-
log voltage or current comparison andhence aremore sensitive to intra-
die Vth variations that cause mismatch among neighboring transistors
such as those in a differential pair. Given that bigger transistors exhibit
less intra-die Vth variations (Eq. (4)), it is expected that by increasing
transistor sizes (W) in the LUT designs, the delay variation and failure
probability should be reduced. Hence, a fair comparison between the
two LUT designs should be made under same total transistor (active)
area. Moreover, for a given total area constraint, it is not optimal to uni-
formly allocate area to all transistors, given that the Vth variation of
somemight havemore influence than others on the overall failure prob-
ability. For example, it is expected that the variations of the transistors
in the differential paths of the sense amplifier to be more influential
than the precharge transistors. To address this problem more formally,
we define the delay to Vth sensitivity metric for a given transistor, Mi,
in a circuit as:

Sensitivityi ¼
Tp0−Max Tpi;Tp0i

� ��� ��
dVti

ð5Þ

where dVti is the Vth variation applied to the transistor Mi, Tp0 is the
nominal delay of the design, and Tpi and Tp′i represents the delay to
the OUT and OUT′ of the LUT design after applying the Vth variation to
the given transistor, Mi.

Tables 1 and 2 summarize the sensitivity measurements in descend-
ing order for transistors of both LUTdesigns obtainedby spice simulations
Table 1
Vth sensitivity rankings for VSM STT-LUT.

Ranking Transistor name Sensitivity (ps/mV)

1 MN1 5.94
1 MN5 5.94
2 MN8 5.18
2 MN9 5.18
2 MN10 5.18
2 MN11 5.18
3 MN14 5.16
3 MN15 5.16
4 MN6 5.01
4 MN7 5.01
5 MN16 3.49
5 MN17 3.49
6 MP5 1.63
6 MP6 1.63
7 MN2 1.47
7 MN4 1.47
8 MN13 0.23
9 MP1 0.22
9 MP2 0.22
10 MP0 0.05
11 MN12 0.004
12 MP6 0.002
12 MP7 0.002
in a predictive 16nmbulk CMOS technology [10]. A transistorwith higher
sensitivity is given higher area (W) than another one with a lower sensi-
tivity. The channel length of all transistors is kept atminimum. Thewidth
of the transistor Mi (Wi) is found as follows:

Wi ¼
SensitivityiXn

j¼0
Sensitivity j

�Wtotal ð6Þ

where, Wtotal represents the total width allocated for the circuit and n is
total number of transistors in the circuit.

We compare the designs under same total area, and transistors are
sized according to their sensitivity. This ensures that for a given total
area, we have optimally sized transistors for best reliability. From the
Vth sensitivity results, it is observed that the sense amplifier transistors
are the most sensitive ones and need to be given the highest portion of
the area.

3.2. MTJ variations

Besides transistors, MTJs also exhibit variations in their geometries,
namely, the insulator thickness (tox) and the cross-section area
(A) [8]. Such variations result in variations in critical write current as
well as high and low state resistances during the read mode [9]. Since
we are concerned about read failures for the LUTs, we model the MTJ
variations as variations in high and low state resistances (RAP and RP).
Considering a 2D circular shape of radius r, the MTJ area A is expressed
as πr2. The relation between the resistance of the MTJ and tox and r can
be expressed as [18,29]:

R ¼ K1
tox
r2

e K2toxð Þ ð7Þ

where K1 and K2 represents all the remaining process parameters [29].
Notice that tox and r are themajor but not the only sources of variability
inMTJs [20]. Here, to simplify the analysiswe focus on these twoprimary
sources. Assume tox and r exhibit variations represented by dt and dr
from their nominal values, respectively. Then, the MTJ resistance value
R with respect to its nominal value R0 can be expressed as:

R ¼ R0

1þ dt
tox0

� 	

1þ dr
r0

� �2 e K2dtð Þ ð8Þ

where tox0 and r0 are the nominal values of tox and r, respectively. K2 is
0.6483 based on [29]. Treating dt/tox0 and dr/r0 as uncorrelated normal
random variables with mean value of zero and standard deviation be-
tween 0 and 1, the statistical distributions of MTJ resistances can be ob-
tained. Fig. 5 shows the distributions of RP and RAP and the reference
resistor (RREF) with 10% standard deviation applied to dt and dr (i.e. σ/



Fig. 5.Distributions of MTJ RP (μ=4 kΩ, σ=0.98 kΩ), RAP (μ=10 kΩ, σ=2.46 kΩ), and
RREF (μ = 6 kΩ, σ = 1.47 kΩ).
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μ = 0.1 for both tox and r). The values of RAP0 and RP0 are chosen to be
10 kΩ and 4 kΩ (TMR = 150%) in the 16 nm node based on the MTJ
scaling trends [11]. The nominal value of the reference resistor is chosen
in each LUT such that symmetric delays to the differential outputs
(Z (OUT) and Z′ (OUT′)) are obtained. The reference resistor can be
constructed from series and parallel connection of MTJs [19]. Hence,
Fig. 6. Read waveforms showing clock and output sig
we assume the reference resistor itself exhibits variations in a similar
manner as the real MTJ. The read failure can occur when the RP is in-
creased or RAP is decreased from their nominal values, or by variation
of RREF in either direction.

According to Fig. 5, σ/μ ratio for resistance variation is 0.245. Since
the variations in tox and r affect both RP and RAP in the same manner
as described in Eq. (8), the TMR is not affected by such variations and
remains constant.

4. Results and discussions

The MTJs in both LUTs are programmed to have 50% of the MTJs
in the RP and the rest in the RAP state. Simulations are performed
to apply all inputs combinations and measure read delay, power, and
failure rates. Fig. 6 shows typical simulation waveforms of the LUTs at
the nominal process corner. Fig. 7 shows the output waveform plots
obtained by Monte Carlo simulations of intra-die Vth variation. These
waveforms clearly show delay variations and failures caused by Vth

variations.
Fig. 8 shows the sensing margin distributions under intra-die MTJ

variations for both STT-LUT schemes. Sensing margin falling below
some minimum value (i.e. the sense amplifier offset) results in failure
in the sense amplifier. The sense amplifier offset itself is subject to
variations. That is why the region with negative sense margin in Fig. 8
is labeled as possible rather than definite failure region. Nonetheless,
the CSM styles exhibits a wider distribution than the VSM styles, indi-
cating that the CSM style is more sensitive to process variation and
should exhibit more failures.
nals for (a) VSM STT-LUT and (b) CSM STT-LUT.



Fig. 7. Read output waveforms from Monte Carlo Vth variation simulation for (a) VSM STT-LUT and (b) CSM STT-LUT.
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Fig. 9 shows the delay distributions obtained byMonte Carlo simula-
tions of intra-die Vth variations, where σVt0 is set at 23mV, which is 10%
of the NMOS nominal threshold voltage for a minimum sized transistor
and after the influence of short channel effects in the 16 nm process
used. The plots are obtained for both STT-LUTs optimally designed ac-
cording to the Vth sensitivity method for the same total active (transis-
tor) areas of 0.02856 μm2 (1×) and 0.04284 μm2 (50% larger or 1.5×).
Fig. 8. Sensing margin distributions under intra-die
Any delay greater than 500 ps (half the total evaluation period) is con-
sidered as a failure and all the failure cases are lumped into a single bin
at 1000 ps. It is observed that the VSM STT-LUT exhibits less failure rates
despite having higher delay spread (σ/μ) for the success cases. The VSM
exhibits 16% to 32% less failure rates compared to the CSM style. More-
over, comparing Fig. 9(a) and (b) shows that transistor upsizing ismuch
more effective in reducing delay and failure rate in the VSM style as
MTJ tox and r variations (σ/μ = 0.1) for LUTs.



Fig. 9. Delay distributions under intra-die Vth variation (σVt0 = 23mV) for LUTs designed
for same total active area of (a) 1× (b) 1.5×.

Fig. 10. Delay distributions under intra-die MTJ tox and r variations (σ/μ = 0.1) for LUTs
designed for same total active area of (a) 1× (b) 1.5×.
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compared to the CSM style. By 50% upsizing of the total active area, the
failure rate of the VSM style goes down by 25% and that of the CSM style
goes down by only 8%.

Fig. 10 shows the LUT delay distributions and failure rates under
intra-dieMTJ variations for the two active areas. The VSMstyle again ex-
hibits lower failure rates. The failure rate of the VSM style is lower by
29% at the 1× area and by 51% at the 1.5× area. Area upsizing is effective
in reducing the failure rate in theVSMstyle. By upsizing the area by 50%,
the VSM failure rate decreases by 19% and that of the CSM style in-
creases by 17%. The enhanced reliability of the VSM is attributed to its
two-stage signal amplification, first by the cross-coupled PMOSes in
the current to voltage convertor and then by the sense amplifier (Fig. 3).

Fig. 11 shows the delay distribution and failure rates of the LUTs
under inter-die Vth variations. Due to the differential nature of the LUT
circuits, both designs exhibit good tolerance to inter-die Vth variations,
as such variation do not cause mismatch among the transistors on the
same circuit. It is observed that the VSM style shows less failure rates
for inter-die variations as well. The VSM style shows 99% failure reduc-
tion compared to the CSM style. Again,we also observe the effectiveness
of transistor upsizing on failure rate reduction for the VSM style as its
failure rate goes down to 50% by upsizing whereas that of the CSM
style reduces by only 18%.

Fig. 12 shows the delay distributions under the inter-die MTJ varia-
tions. Neither of the LUTs shows any failures under the inter-die MTJ
variations.

Table 3 summarizes the numerical results of the LUTs for the two ac-
tive areas. The two styles show comparable delays, but the VSM style
exhibits 56% reduction in active power. The CSM style however exhibits
37% less standby power. The leakage difference is due to the fact that in
the CSM style the sense amplifier is stacked on top of the selection tree
offering additional stacking effect causing leakage reduction on the
sense amplifier circuit. However, in the VSM style, the sense amplifier
has its own spectate connections to the supply lines offering less stacking
effect.

It is observed that transistor variations are muchmore influential in
causing failures in the STT-LUTs than the MTJ variations. This is true for
both intra- and inter-die variations. That is because transistor variations
impact the sense amplifierwhereas theMTJ variation does not affect the
sense amplifier.

Under combined transistor and MTJ intra-die variations, the VSM
style exhibits 17% to 28% less failure rates. Under combined transistor
and MTJ inter-die variations, the VSM style exhibits 96% to 98% less
failure rates. These results convincingly show that the VSM style is
much more robust STT-LUT under process variations.

5. NBTI sensitivity analysis

The bias temperature instability (BTI) is considered a major reliabil-
ity concern in nano-scale CMOS technologies [12]. It is classified into
negative bias temperature instability (NBTI) and positive bias tempera-
ture instability (PBTI) [13]. NBTI impacts PMOS and PBTI impacts NMOS
transistors. NTBI has been a major concern over the years especially
with the emergence of high-K metal gates and the FinFET technology
[14]. NBTI increases the PMOS threshold voltage resulting in current
reduction and Vthmismatch among PMOSes due to its bias and temper-
ature dependence [15]. Therefore, NBTI results in reduction of the life-
time of a chip. This phenomenon is attributed to the Si/SiO2 interface
traps and the positive charges resulting from the oxide breakdown of



Fig. 11. Delay distributions under inter-die Vth variation (σVt= 23mV) for LUTs designed
for same total active area of (a) 1× (b) 1.5×.

Fig. 12. Delay distributions under inter-die MTJ tox and r variations (σ/μ = 0.1) for LUTs
designed for same total active area of (a) 1× (b) 1.5×.

Table 3
Simulation results in 16 nm bulk CMOS at clock frequency = 0.5 GHz, Vdd = 0.7 V, T =
110 °C, Vth variation: σVt = 23 mV, σ/μ = 0.1, MTJ tox and r variation: σ/μ = 0.1.

Metric Area = 1×
0.02856 μm2

Area = 1.5×
0.04284 μm2

VSM CSM VSM CSM

Nominal delay (ps) 234.8 229.4 234.0 217.7
Active power (μW) 0.572 1.306 0.871 1.976
PDP (aj) 134.3 299.6 203.9 430.2
Standby power (nW) 6.574 4.149 10.95 6.933
%Failure rate under intra-die Vth variation 78.5 93.1 58.5 85.8
%Failure rate under intra-die MTJ tox and
r variations

24.6 34.8 20.0 40.7

%Failure rate under combined intra-die
Vth and MTJ tox and r variations

78.4 94.5 63.7 89.0

%Failure rate under inter-die Vth variation 0.2 13.7 0.1 11.3
%Failure rate under inter-die MTJ tox and
r variations

0 0 0 0

%Failure rate under combined inter-die
Vth and MTJ tox and r variations

0.6 14.5 0.2 10.7
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Si–H bonds at the interface of Si/SiO2 at high temperatures under a neg-
ative bias. It should be noted that while this paper focuses on the NBTI
effect, the presented approach can be extended to analyze the impact
of PBTI, or both BTI effects.

5.1. NBTI modeling

There have been several NBTI models proposed in the literature [16,
17,22–24]. NBTI is stress bias dependent and is partially recoverable by
reduction or removal of the stress bias. Therefore, there is a considerable
difference between the NBTI caused by a constant DC stress and an AC
stress-recovery pattern [22,23]. Given the dynamic operation of the
STT-LUTs, the transistors experience an AC stress pattern.We use a log-
arithmic NBTI model for cycle-to-cycle prediction of NBTI proposed
in [23]. According to this model, the threshold voltage (Vth) shift due
to NBTI is bias (Vsg) and temperature (T) dependent. Vth drift due to
NBTI is modeled as follows [23]:

ΔVth tþ t0ð Þ ¼ Δ1 þ Δ2

Δ1 ¼ φ Aþ B log 1þ C � tð Þð Þ

Δ2 ¼ ΔVth t0ð Þ 1−
kþ log 1þ C � tð Þ

kþ log 1þ C � tþ t0ð Þð Þ
� 	

φ ¼ φ0 exp
βVsg

Tox � KT
� 	

� exp −
E0
KT

� 	
ð9Þ

where Tox is the oxide thickness, K is the Boltzmann constant, T is the
temperature in Kelvin, t0 is the initial time of a given cycle when the
voltage Vsg is applied, and t is the time duration the voltage Vsg is
kept,ΔVth (t0) is initial threshold voltage shift which is the final thresh-
old voltage shift from the previous cycle. A, B, C, β, φ0, E0, and k are
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constants [23]. Under the constant DC stress, the following model
predicts the NBTI over time [23]:

ΔVth tð Þ ¼ φ Aþ B log 1þ C � tð Þð Þ: ð10Þ

In this work, we have studied the NBTI induced Vth increase at the
worst case temperature of 110 °C. For the stress time, we consider 0
(initial time), 1E+3 s (1 ks), and 1E+6 s (1Ms). Given the bias depen-
dence of NBTI, the actual Vth increase depends on the PMOS biasing and
activity pattern in a given circuit over long periods of time. For example,
for a PMOS whose gate is connected to the clock signal (e.g. the per-
chance transistors MP0, MP7, and MP8 in Fig. 3) the activity pattern is
very deterministic in the sense that the PMOS is under stress when
the clock signal is low. Assuming a clock signal with 50% duty cycle,
the precharge PMOSes are under full stress for half the clock period
and under full recovery for the other half period. Eq. (9) is iteratively
solved from one half clock period to another to estimate NBTI after the
desired life-time. For other PMOS transistors, the stress time and voltage
is data and bias dependent. For example, the output connected PMOSes
in the VSM STT-LUT (MP3 or MP4 in Fig. 3) or CSM STT-LUT (MP0 or
MP1 in Fig. 4), are under stress anytime the corresponding output
(OUT (Z) or OUT′ (Z′)) is low, and this make their aging dependent on
the output data activity pattern which is related to the data stored in
the LUT and the input activity pattern. Similarly, the aging of the
PMOSes connected to the selection and reference trees (MP5 and MP6
in Fig. 3) is dependent on the data activity pattern. Given the differential
nature of the sensing circuits, the PMOSes that are paired (i.e. (MP3,
MP4) and (MP5, MP6) in Fig. 3 and (MP0, MP1) in Fig. 4) are expected
to have same driving strength (i.e. sizing and Vth) for maximum varia-
tion tolerance and yield. However, the data activity dependence of
NBTI aging may result in asymmetric aging and hence increased mis-
match among the paired transistors. Hence, we consider two scenario
of NBTI aging: symmetric vs. asymmetric NBTI aging of the paired tran-
sistors. In the symmetric case, the output has same probability of
switching to one or zero in a given clock evaluation cycle and hence
the pair transistors age at the same rate. For the asymmetric case, we
consider a worst case scenario that the output has 100% probability of
obtaining the same logical value at every clock evaluation cycle. Another
factor that influences the rate of NBTI aging is the Vsg bias when the
transistor is under stress. For the precharge transistors whose gate is
connected to the clock signal, their Vsg bias is at maximum Vdd when
the clock signal is low. Similarly for the PMOSes whose gates are con-
nected to the outputs in the VSM-LUT circuit (MP3 and MP4 in Fig. 3),
their Vsg bias is maximum when under stress because the outputs are
full swing. The Vsg stress for the remaining PMOSes may not be full
Vdd because their gates may not experience full voltage swing. For ex-
ample, nodes DEC and REF in Fig. 3 swing between Vdd and 0.5Vdd ac-
cording to the simulation waveforms (Fig. 13). Hence, when under
stress, MP5 and MP6 in Fig. 3 are stressed at Vsg = 0.5Vdd. MP0 and
MP1 in CSM STT-LUT (Fig. 4) experience stress at two possible Vsg biases
(Vdd and0.5Vdd). In theprechargemode,when clock is high, the outputs
(OUT and OUT′) are tied together and reach 0.5Vdd (see waveform in
Fig. 6(b)). In this case, both MP0 and MP1 are under stress at Vsg =
0.5Vdd. When clock switches low, one of the outputs switches to Vdd

and the other one to zero. Therefore, when clock is low, one of the
PMOSes will experience no stress and the other one stress at full
Vsg=Vdd.With this understanding and definitions, we can now discuss
the symmetric and asymmetric NBTI aging for VSMand CSMST-LUT cir-
cuits. Due to the differential nature of the read circuit in STT-LUTs, if the
outputs switch uniformly in time between logic ‘0’ and ‘1’ states, the
PMOSes in a pair will age symmetrically. If the output predominantly
switches to only one logical state in each read cycle, then the aging
Fig. 13. Waveform patterns corresponding to (a) symmetric and (b) asymmetric NBTI
aging in VSM STT-LUT.
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between the PMOSes in a pair will be asymmetric (one will age more
than the other).

5.1.1. VSM STT-LUT symmetric NBTI aging
The output waveforms corresponding to this stress pattern are

shown in Fig. 13(a). In one cycle, output (Z) switches to high and in
the next cycle inverted output (Z′) does. MP3 (MP4) is under full stress
(Vsg = Vdd) anytime Z (Z′) is low. Hence, for 1.5 clock period, MP3
(MP4) is under full Vdd stress and for 0.5 clock period, it is under full
recovery (Vsg = 0). MP5 and MP2 (MP6 and MP1) are under stress
when the node REF (DEC) drops below Vdd − Vth. These nodes drop
as low as 0.5Vdd during the evaluation phase of the clock (Fig. 13(a)).
Hence, the NBTI aging of MP1, MP2, MP5 and MP6 should be estimated
for a cyclic pattern composed of Vsg = 0.5Vdd stress for 0.5 clock period,
and full recovery for 1.5 clock period.

5.1.2. VSM STT-LUT asymmetric NBTI aging
The output waveforms corresponding to this stress pattern are

shown in Fig. 13(b). Only one of the outputs (Z′) switches to high
every cycle; while the other output (Z) stays low all the time. In this
case, MP3 is constantly under full stress (Vsg = Vdd), while MP4
is under full stress for half the clock period and under no stress (i.e. re-
covery) for the other half period. In this case, MP3 ages faster thanMP4
and gains higher Vth over time, hence asymmetric aging. Similarly, since
the voltage of the node REF remains at Vdd, MP2 and MP5 are not
stressed at all and MP1 and MP6 are under Vsg = 0.5Vdd stress for half
the clock period and no stress for the other half period. This also results
in asymmetric aging and hence increased mismatch of MP2 (MP5) and
MP1 (MP6).

5.1.3. CSM STT-LUT symmetric NBTI aging
The output waveforms corresponding to this stress pattern are

shown in Fig. 14(a). In one cycle, output (OUT) switches to high and
the inverted output (OUT′) switches to low, and in the next cycle, the
opposite transitions occur. Both MP0 and MP1 are under stress of
Vsg = 0.5Vdd in the precharge phase (CLK = 1) which lasts half the
clock period. MP0 (MP1) is under full stress Vgs = Vdd when OUT
(OUT′) switches to zero, which lasts half the clock period. MP0 (MP1)
is under no stress (i.e. recovery) when OUT (OUT′) switches to one,
which lasts half the clock period. The period of the output waveform
is twice that of the clock period. The net effect of NBTI aging is computed
using the cycle-to-cycle NBTI model, where each cycle is composed of
four voltage levels each lasting for half the clock period.

5.1.4. CSM STT-LUT asymmetric NBTI aging
The output waveforms corresponding to this stress pattern are

shown in Fig. 14(b). Only one of the outputs (OUT) switches to high
every cycle; while the other output (OUT′) switches low. Both outputs
remain at 0.5Vdd in the precharge phase (CLK = 1). Hence, MP0 and
MP1 are under Vsg = 0.5Vdd stress for half the clock period. MP1 is ad-
ditionally under Vsg=Vdd stress for the other half period. MP0 however
is under full recovery (Vsg=0) for the other half period. This asymmetric
NBTI aging between MP0 and MP1 results in increased Vth mismatch
between these two transistors.

5.2. Failure rate analysis under NBTI

Now we perform Monte Carlo simulations as explained in Section 4
for failure rate measurements under intra-die Vth variations; however,
after applying symmetric and asymmetric scenarios of NBTI aging for
PMOSes after life-times of 0, 1 ks, and 1 Ms. For the PMOS transistors,
the NBTI induced Vth shift is added as a fixed change to the Vth in addi-
tion to the random change caused by the intra-die Vth variations. We
Fig. 14. Waveform patterns corresponding to (a) symmetric and (b) asymmetric NBTI
aging in CSM STT-LUT.
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also perform this simulation for two circuit areas that were considered
in Section 4. The results are shown in Fig. 15. It is observed that the
failure rate increaseswith NBTI aging in all cases.Moreover, as expected
we note that the failure rate increases at a higher rate in the asymmetric
scenario of aging as compared to the symmetric scenario for all the
cases. We can argue that the symmetric scenario of aging represents
the best case of impact of NBTI aging on the failure rate and the asym-
metric scenario represents the worst case impact. In the 1 Ms life-
time, the failure rate increase is 0.9% to 8% for the VSM STT-LUT and
1.6% to 5.3% for the CSM STT-LUT. The increasing failure rates over
time do not change the relative failure rate comparisons of the VSM
and CSM STT-LUTs. The results in Fig. 15 reaffirm that the VSM STT-
LUT is significantly more reliable against Vth variations and NBTI aging
than the CSM STT-LUT for a given circuit area, and the reliability
improves by increasing the circuit area.

6. Conclusion

Reliability assessment of various circuit design styles is an important
consideration in nano-scale CMOS/MTJ hybrid technologies. This paper
performed a comparative reliability analysis of the STT-based LUTs and
determined that the VSM style shows superior reliability as compared
to the CSM style under same design area. This reliability enhancement
is present against not only transistor variations but also MTJ variations.
The VSM improved reliability also comes with less propagation delay
and active power consumption. Moreover, the improved reliability of
the VSM style is maintained under NBTI aging.
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