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Abstract— Linear models of bicycles with rigidly attached
riders, operating at different forward speeds, are considered
as a challenging platform for the simultaneous stabilization
problem. It is shown that any number of such models obtained
at reasonable speeds can be simultaneously stabilized using
simple, low-order controllers with only the steering torque as
input. Stabilizing controllers for individual systems modeled at
extremely low speeds are also proposed.

I. INTRODUCTION

Single-track vehicles with human riders, such as bicycles,
present challenging problems of modeling and control. Based
on general curiosity about bicycle balance and to contribute
to improved designs of specialized bicycles with better han-
dling capabilities, a great deal of research has been devoted
to the issues of bicycle stability. The linearized equations
of a model based on the Whipple bicycle in [7], developed
further in [4] into the form used here, have become the basis
for a benchmark bicycle. The linearized equations, with the
benchmark parameter values of [4], define a different linear
bicycle model for each constant forward speed. The problem
considered in this paper becomes the synthesis of a common
feedback controller that simultaneously stabilizes this finite
set of systems generated from these linear models at specific
forward speeds. Bicycle-rider models and control of vary-
ing complexity have been reported and control algorithms
capable of stabilizing a bicycle (both theoretically and in
practice) have been developed (see, e.g., [1], [2], [3], [5], [6]
and the references therein). The objective of this study is not
to develop a new or refined model; discussions of the model
dynamics are beyond the scope of this work. Our interest in
the bicycle stability problem is due to the challenging control
problem it poses as the simultaneous stabilization of linear
models at different speeds of different bicycle parameters.
Although bicycle stability at a fixed constant speed has
been considered, the problem has never been explored from
a simultaneous stabilization perspective. The simultaneous
stabilization results and the systematic design procedures
proposed here are completely novel approaches. Our study
is based on the model with the benchmark parameters of [4].
The same four-state model is used in [3], with parameters
for six different bicycles. The class of systems considered in
our investigation of simultaneous stabilizability may include
any finite number of plants generated by this model resulting
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from different constant speeds using the parameters of [4],
plus any number of the six other bicycle models at different
speeds in [3]. In Section II-A, we consider conceptual si-
multaneously stabilizing controller design using two control
inputs: If there was an actuator input of a torque applied
about a line connecting the wheel contact points, then any
number of linear bicycle models operating at any forward
speeds could be simultaneously stabilized. Although this sec-
ond input is not realistic since the model assumes the rider to
be rigidly attached to the bicycle frames, this study provides
important simultaneously stabilizing controller design results
for an interesting plant class. In Section II-B, the problem
is much harder from a control design perspective since only
the steering torque is available as input. In Section II-B.1,
the problem is solved for a reasonable range of speeds
(larger than 0.58 meters/second for the parameters in [4] and
similar speeds ranging from 0.4185 m/s to 0.7351 m/s for the
parameters of the six bicycle models in [3]). For low speeds
below this range, individual controllers for each model are
proposed in Section II-B.2. The benchmark parameters given
in [4] are used in Section III for the numerical computations
to illustrate the proposed designs.

Notation: The extended closed right-half plane U = C+∪
{∞} = { s ∈ C |Re(s) ≥ 0 } ∪ {∞} is the region of insta-
bility. Real and positive real numbers are denoted by R and
R+ , respectively. The set of real proper rational functions
of s is denoted by Rp ; S ⊂ Rp is the stable subset with no
poles in U . The set of matrices with entries in S isM(S). A
matrix M ∈ M(S) is called unimodular if M−1 ∈ M(S).
The H∞-norm of M(s) ∈M(S) is denoted by ‖M(s)‖, i.e.,
the norm ‖·‖ is defined as ‖M‖ := sups∈∂U σ̄(M(s)), where
σ̄ is the maximum singular value and ∂U is the boundary of
U . Where this causes no confusion, we drop (s) in transfer-
functions and matrices such as G(s). The m × m identity
matrix is Im ; we use I when the dimension is unambiguous.
The 2× 2 zero-matrix is 02 .

II. MAIN RESULTS

Consider the linearized bicycle model

Mq̈ + vjK1q̇ + ( g Ko + v2
jK2 )q = f , (1)

where q = [φ δ ]
T , f = [Tφ Tδ ]

T , and φ is the bicycle
rear-frame roll angle, δ is the handlebar steering angle, Tφ
is the externally applied torque about the line connecting
the wheel contact points, and Tδ is the resultant torque of
all rider-applied handlebar forces [4], [3]. At each different
constant forward speed vj , the model (1) becomes a different
plant to be stabilized. A finite class of plants is generated
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by choosing a set of speed values. The goal is to design
a controller that simultaneously stabilizes all plants in this
set. Since the model in (1) is based on the assumption that
the rider is fixed to the bicycle, the rider lean torque Tφ
is not available as control input. From a conceptual design
perspective, the system description in (1) can be viewed
as a two-input four-output system called Pj , with Tφ also
available; this case is studied in Section II-A. The system
controlled only by the steering torque Tδ is a one-input
four-output system called Gj studied in Section II-B. In
(1), the numerical values for the constant matrices M , Ko ,
K1 , K2 are the benchmark values given in [4], and g is
the acceleration constant due to gravity. Different values for
these constant matrices can also be used such as those given
for six different bicycles in [3].

A. Linear bicycle model with two inputs

We explore simultaneous stabilizability of the set of two-
input four-output systems obtained at constant forward
speeds from the linear bicycle model in (1). Since the system
has two inputs Tφ and Tδ , the results of this section are of
theoretical interest. Let the input be f = [Tφ Tδ ]

T ; let

the output be y := [ q q̇ ]
T

=
[
φ δ φ̇ δ̇

]T
. For any

arbitrary a ∈ R+ , define Yj ∈ S2×2 as

Yj := (s+ a)−2
[
Ms2 + vjK1s+ (gKo + v2

jK2)
]

(2)

where the entries of Yj =:

[
Ya Ybj
Ycj Ydj

]
are in S, and Ya

does not depend on the forward speed vj . Let

Wj := detYj = [YaYdj − YbjYcj ] . (3)

By (2), Wj(∞) = detM . The 4 × 2 transfer-matrix of the
plant Pj from the model (1) is given as

Pj = XY −1
j =

[
(s+ a)−2I2
s (s+ a)−2I2

]
Y −1
j . (4)

Consider a controller Cp ∈ Rp
2×4,

Cp = D−1N
[
aI2 I2

]
, (5)

where D, N ∈ S2×2. Using P and Cp given in (4) and
(5), the controller Cp stabilizes each plant Pj if and only if
(D,N) are such that N

[
aI2 I2

]
X +DYj is unimodular,

equivalently, Fj is unimodular, where

Fj := (s+ a)−1N +DYj . (6)

Let the (input-error) transfer-function from u to e be denoted
by Heu ∈ Rp

4×4 and let the (input-output) transfer-function
from u to y be denoted by Hyu ∈ Rp

4×4 . Then Heu =
(I + PjCp)

−1 = I − PjCp(I + PjCp)
−1 = I − Hyu .

Using the representations of Pj and Cp given in (4) and
(5), the closed-loop transfer-function Hyu can be written
as Hyu = Pj(I2 + CpPj)

−1Cp = X F−1
j N

[
aI2 I2

]
=[

a
(s+a)2F

−1
j N 1

(s+a)2F
−1
j N

a s
(s+a)2F

−1
j N s

(s+a)2F
−1
j N

]
. Let P be a finite set of

plants, where Pj ∈ P is described as in (4) Controllers
that simultaneously stabilize any number of plants in P
exist for this class and can be designed using the simple

synthesis procedure. Proposition 1-(a) gives a constant con-
troller design. The design has freedom in the choice of the
positive real constant a, and the resulting α satisfying a
norm bound. In Proposition 1-(b), the controller has integral-
action due to the pole at s = 0. The design freedom
is in the choice of the Hurwitz polynomials n(s), d(s),
and the resulting α satisfying a norm bound. For simple
implementation, the order of these polynomials should be
low; if n(s) has degree one, then the transfer-matrix Cp is
in the form of a proportional-plus-integral (PI) controller.
Although the only objective here is to show synthesis for
simultaneously stabilizing controllers, the freedom in the
parameters in this design method can be used to achieve
additional performance requirements.

Proposition 1: (Simultaneous controller design for P ):
Consider finitely many plant models Pj ∈ Rp

4×2 , de-
scribed as in (4), with Yj as in (2).
a) Choose any α ∈ R+ satisfying

α > max
Yj

‖ (s+ a)YjM
−1 − s I ‖ . (7)

Then a controller Cp ∈ Rp
2×4 that strongly stabilizes all

Pj is given by
Cp = αM

[
aI2 I2

]
. (8)

b) Choose any two monic, Hurwitz polynomials n(s), d(s),
where deg n(s) ≥ 1, deg d(s) = (deg n(s)−1). Choose any
α ∈ R+ satisfying

α > max
Yj

‖ s (
(s+ a)d(s)

n(s)
YjM

−1 − I2) ‖ . (9)

Then an integral-action controller Cp ∈ Rp
2×4 that stabi-

lizes all Pj is given by

Cp =
αn(s)

s d(s)
M
[
aI2 I2

]
. (10)

Remarks: The controller in (10) of Proposition 1 is in the
form of (5), where N = αM , D = s d(s)

n(s) I . If constant inputs
are applied in the first two components of the input vector u
(with zero inputs applied in the last two components), with
D(0) = s d(s)

n(s) I|s=0 = 02 , the input-error transfer-function

at s = 0 becomes Heu(0) =

[
02

−1
a I2

02 I2

]
. Therefore, the

steady-state error due to constant input references (with zeros
in the third and fourth components) goes to zero asymptoti-
cally. Hence, Cp in (10) is an integral-action controller. �

B. Linear bicycle model with one input
In this section, it is assumed that the system has only one
input, Tδ . The externally applied torque Tφ about the line
connecting the wheel contact points is zero. Since the bicycle
model in (1) presumes to contain a rider rigidly attached to
its main frame, only the second input Tδ is available as an
actuator input to the plant. Under this assumption, we change
the plant description of Pj in Section II-A to define a one-
input four-output plant transfer-matrix Gj ∈ Rp

4×1 as

Gj =Pj

[
0
1

]
=

[
1

(s+a)2 I2
s

(s+a)2 I2

]
Y −1
j

[
0
1

]
=

1

(s+ a)2Wj


−Ybj
Ya
−sYbj
sYa

 ;

(11)
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Gj = Ỹ −1
j X̃g = (

[
Yj 02

02 I2

]
R )−1

[
1
s+aI2

02

] [
0
1

]
, (12)

where R =

[
aI2 I2
−a s
s+a I2

a
s+aI2

]
∈ S4×4 is unimodular. Con-

sider a controller Cg =
[
aC1 aC2 C1 C2

]
∈ Rp

1×4,

Cg =
[
aN1D

−1
1 aN2D

−1
2 N1D

−1
1 N2D

−1
2

]
=
[
N1 N2 0 0

] [a−1Dg −a−1I
02 I2

]−1

, (13)

where N1, D1, N2, D2 ∈ S, C1 = N1D
−1
1 , C2 = N2D

−1
2 ,

Dg := diag [D1 D2 ] ∈ S2×2. The controller
Cg in (13) stabilizes each Gj if and only if[
Yj 02

02 I2

]
R

[
a−1Dg a−1I

02 I2

]
+


0

(s+ a)−1

0
0

[N1 N2 0 0
]

is unimodular, which is satisfied if and only if[
YaD1 YbjD2

YcjD1 + 1
s+aN1 YdjD2 + 1

s+aN2

]
is unimodular,

equivalently, Ej in (14) is a unit in S , i.e., E−1
j ∈ S, where

Ej := WjD2D1− (s+a)−1YbjN1D2 + (s+a)−1YaN2D1 ,
(14)

E−1
j = (s + a) [ (s+ a)Wj + Ya C2 − YbjC1]

−1
D−1

2 D−1
1 .

With the plant Gj as in (11), Heu = (I + GjCg)
−1 =

I − GjCg(I + GjCg)
−1 = I − Hyu . With Gj given

in (11) and Cg given in (13), using (14), Hyu =[
1

(s+a)2 I2
s

(s+a)2 I2

][
−Ybj
Ya

]
E−1
j

[
aN1D2 aN2D1 N1D2 N2D1

]
.

Let G be a finite set of plants, where Gj ∈ G is described
as in (11), or equivalently (12). The problem of controller
design that simultaneously stabilizes finitely many plant
models Gj ∈ G is more challenging than the simultaneous
controller synthesis given in Proposition 1 for the two-input
systems Pj . By Proposition 1, there exist controllers that
simultaneously stabilize any number of plants Pj . However,
simultaneous stabilization of the one-input plants Gj ∈ G
depends on the speeds vj in the model (1). Using the
numerical values given in [4], Ybj in (2) is

Ybj = (s+a)−2[ 2.319s2 +vj33.866s−g2.599+v2
j 76.597 ].

(15)
Clearly, for Ybj given in (15), Y −1

bj ∈ S for vj > v? , where

v? =
√
g2.599/76.597 ≈ 0.5769 m/s. (16)

For the numerical values given in [3], Y −1
bj ∈ S for all

six bicycle models; the values of v? for these six bicycle
models are { 0.4726, 0.48, 0.4577, 0.4972, 0.4185, 0.7351 } .
Let G? ⊂ G be the subset of the set of plants G that contains
the plant models Gj modeled at forward speeds vj > v? .
Any number of models with parameters of [4] and [3] can
be combined in the set G? in the speed range vj > v? of
each particular model. In Section II-B.1, it is shown that
simultaneous stabilization of any number of plants Gj ∈
G? modeled at vj > v? is achievable using simple, low-
order controllers. For speeds vj ≤ v? , Y −1

bj 6∈ S; hence,
simultaneous stabilization of plants modeled at these low

speeds may or may not be achievable. Although simultaneous
stabilization is not resolved for Gj ∈ G \ G? , a controller
design procedure for each individual plant Gj modeled at
individual speeds vj ≤ v? is given in Section II-B.2.

1) Simultaneous controllers for normal and high speeds:
Any finite number of plants Gj ∈ G? modeled at speeds vj >
v? can be simultaneously stabilized using simple controllers
as in Proposition 2. The speed range is determined by the
parameters given in [4] as (16) or as in [3].

Proposition 2: (Simultaneous controller design for G? ):
Consider finitely many plant models Gj ∈ Rp

4×1 , de-
scribed as in (12), with Yj as in (2). Let vj > v? and hence,

Y −1
bj ∈ S. With M2 := [1 0]M

[
0
1

]
, define Φ ∈ R+ as

Φ := ( detM )M−1
2 . (17)

a) Let C1 = −β for any β ∈ R+ satisfying
β > max

Yj

‖ (s+ a)Y −1
bj Wj − sΦ ‖ . (18)

Let C2 = N2 for any N2 ∈ S satisfying

‖N2‖ < min
Yj

‖ 1

(s+ a)
Ya(Wj +

β

(s+ a)
Ybj )−1‖−1. (19)

With C1 = −β, C2 = N2 , a controller Cg ∈ Rp
1×4 that

strongly stabilizes all Gj is given by

Cg =
[
−aβ aN2 −β N2

]
. (20)

b) Let C1 = −β , where β ∈ R+ satisfies (18). Choose poly-
nomials n(s), d(s); n(0) > 0, d(s) is monic and Hurwitz,
deg d(s) ≥ {0, (deg n(s)− 1) }. Define Ψj ∈ R+ as

Ψj :=
n(0)

a d(0)
(Wj(0) +

β

a
Ybj(0) )−1 . (21)

Let C2 be

C2 =
ε n(s)

s d(s)
Ya(0)−1 , (22)

for any ε ∈ R+ satisfying ε <

min
Yj

‖1

s
[

n

(s+ a)d
YaYa(0)−1(Wj +

β

s+ a
Ybj)

−1 −Ψj ]‖−1.

(23)
With C1 = −β, and C2 as in (22), a controller Cg ∈ Rp

1×4

that stabilizes all Gj is given by

Cg =

[
−aβ aεn(s)

sd(s)
Ya(0)−1 −β εn(s)

sd(s)
Ya(0)−1

]
.

(24)
c) Choose any monic Hurwitz polynomials ñ(s), d̃(s), where
deg ñ(s) ≥ 1, and deg d̃(s) = (deg ñ(s) − 1). Choose any
β̃ ∈ R+ satisfying

β̃ > max
Yj

‖ s (
(s+ a)d̃(s)

ñ(s)
Y −1
bj Wj − Φ ) ‖ . (25)

Let C2 = N2 for any N2 ∈ S satisfying

‖N2 ‖ < min
Yj

‖ 1

s+ a
Ya (Wj+

β̃ ñ(s)

s (s+ a) d̃(s)
Ybj )−1 ‖−1 .

(26)
With C1 =

−β̃ ñ(s)

s d̃(s)
, and C2 = N2 , a controller Cg ∈

Rp
1×4 that stabilizes all Gj is given by

Cg =

[
−a β̃ ñ(s)

s d̃(s)
aN2

−β̃ ñ(s)

s d̃(s)
N2

]
. (27)
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Remarks: 1) The controller Cg in (20) that simultaneously
stabilizes all plants Gj ∈ G? is stable for all choices
of β ∈ R+ satisfying (18) and of N2 ∈ S satisfying
(19); therefore, any number of plants in G? are strongly
simultaneously stabilizable. If the stable parameter is chosen
as a constant that satisfies (19), then Cg becomes a constant
controller. There are infinitely many choices for the controller
in (20) but to keep the design simple, N2 ∈ S should
be chosen as a low-order stable transfer-function. 2) The
controllers Cg in (24) and in (27) have no poles in U except
at s = 0. These controllers can be made simple and low-
order by choosing low-order polynomials n, d, ñ, d̃ for the
design parameters out of the infinitely many possibilities.
If n(s) is a first order polynomial and d(s) = 1, then Cg
in (24) contains only proportional and PI terms. Similarly,
a first order ñ(s) and d̃(s) = 1 gives proportional and
PI terms for Cg in (27). 3) Let the input-error transfer-
function of the error between the first two input and output
components be denoted by Hφδ . By (14), Hφδ is Hφδ =[

1 + a
(s+a)2YbjE

−1
j N1D2

a
(s+a)2YbjE

−1
j N2D1

−a
(s+a)2YaE

−1
j N1D2 1− a

(s+a)2YaE
−1
j N2D1

]
. Sup-

pose that constant inputs are applied in the first two com-
ponents u1 , u2 of the input vector u (with zero inputs
applied in the last two components). In Proposition 2-(b), the
controller Cg in (24) has integral-action in C2 = N2D

−1
2 ,

i.e., D2(0) = 0. In this case, Hφδ(0) becomes Hφδ(0) =[
( a−1E−1

j YaN2D1)(0) (a−1YbjE
−1
j N2D1)(0)

0 0

]
. There-

fore, the steady-state error in the second output due to
constant input references (with zeros in the third and fourth
components) goes to zero asymptotically. Hence, Cg in
(24) is a partial integral-action controller. In Proposition 2-
(c), the controller Cg in (27) has integral-action in C1 =
N1D

−1
1 , i.e., D1(0) = 0. In this case, Hφδ(0) becomes

Hφδ(0) =

[
0 0

(
−1

a
YaE

−1
j N1D2)(0) (

1

a
E−1
j YbjN1D2)(0)

]
.

Therefore, the steady-state error in the first output due to
constant input references (with zeros in the third and fourth
components) goes to zero asymptotically. Hence, Cg in (27)
is a partial integral-action controller. 4) In Proposition 2-(b)
and (c), only one of the controllers C1 or C2 is designed
to have integral-action. If C1 = N1D

−1
1 , C2 = N2D

−1
2

have D1(0) = D2(0) = 0, then Ej(0) = 0 by (14), which
contradicts Ej ∈ S being a unit. Therefore, for stabilizing
controllers Cg as in (13), C1 and C2 cannot both have
integral-action together. �

2) Controllers for individual systems for very low speeds:
In Section II-B.1, we proposed a simultaneous stabilization
method in the speed range vj > v? , based on Ybj being a
unit in S. For vj ≤ v? ≈ 0.5769 , each Ybj given in (15) has
an open right-half plane zero at ζ ∈ R+ ∪ {0},

Ybj = Ŷbj
(s− ζ)

(s+ a)
= 2.319

(s+ pj )

(s+ a)

(s− ζ)

(s+ a)
, (28)

where pj > 0 for all forward speeds vj ; hence, Ŷbj is a unit
in S. The zero at ζ ≥ 0 belongs to one of the four entries of
Yj and is not a transmission-zero of the plant Gj ∈ G \ G? .

From the description (12), the only transmission-zero of Gj
in the region of instability is at infinity.

Controller design for Gj ∈ G is based on finding
N1, D1, N2, D2 ∈ S such that Ej in (14) is a unit in
S. In Section II-B.1, this design is achieved under the
assumption that Y −1

bj ∈ S. In this section, we propose a
stabilizing controller design for individual plants Gj under
the condition that Y −1

bj 6∈ S. This case implies that the
bicycle is moving forward at an extremely slow speed,
which makes simultaneous stabilization more challenging.
This study does not provide a general result to determine
simultaneously stabilizability of models in this speed range.

Proposition 3: (Controller design for G \ G? ):
Consider a fixed plant model Gj ∈ Rp

4×1 described as in
(12) with vj ≤ v? ; hence, Ybj is as in (28). a) Let C1 be

C1 = β̂ Y −1
bj [Wj(s)−Wj(ζ) ][

β̂

s+ a
+(detM)−1Wj(ζ) ]−1

(29)
for any β̂ ∈ R+ satisfying

β̂ > ‖ (s+ a)Wj(s)(detM)−1 − s I ‖ . (30)

Let C2 = N2 for any N2 ∈ S satisfying

‖N2 ‖ < ‖ 1

(s+ a)
Ya (Wj −

1

s+ a
YbjC1 )−1 ‖−1 . (31)

With C1 as in (29) and C2 = N2 satisfying (31), a controller
Cg ∈ Rp

1×4 that stabilizes the system Gj is given by

Cg =
[
aC1 aC2 C1 C2

]
. (32)

b) Let C1 be as in (29) for any β̂ ∈ R+ satisfying (30).
Define N1 , D1 as

N1 = β̂ Y −1
bj [Wj(s)−Wj(ζ) ] , (33)

D1 = [
β̂

s+ a
+ (detM)−1Wj(ζ) ] . (34)

Choose polynomials n̂(s), d̂(s); n̂(0) = d̂(0), d̂(s) is Hur-
witz, deg d̂(s) ≥ { 0, (deg n̂(s) − 1) }. Define Ψ̂j ∈ R+ as

Ψ̂j := [
β̂

a
+ Wj(0)(detM)−1 ]Wj(ζ) . (35)

Let C2 be
C2 =

ε̂ n̂(s)

s d̂(s)
Ψ̂j Ya(0)−1 , (36)

for any ε̂ ∈ R+ satisfying

ε̂ < ‖ 1

s
[

n̂(s)

(s+ a)d̂(s)
YaD1Û

−1
j Ψ̂jYa(0)−1 − 1 ] ‖−1 .

(37)
With C1 as in (29) and C2 as in (36), a controller Cg ∈
Rp

1×4 that stabilizes all Gj is given by (32). �
Remarks: The term C1 in (29) of the controller Cg in (32)
is third order and biproper. It’s poles are at {−a,−pj ,−bj };
a > 0 is the arbitrarily chosen design parameter, −pj <
0 is the negative zero of Ybj as defined in (28), and
bj = (a + β̂ detM/Wj(ζ) ). Since Wj(ζ) = detYj(ζ) =
Ya(ζ)Ydj(ζ) may be negative for some forward speeds, bj
may be negative, implying C1 may have one pole in the
unstable region. If a stable controller design is desired, a
large enough a > 0 can be chosen that ensures a positive
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value for bj for all forward speeds vj . In Proposition 3-
(a), C2 of (32) is always stable; it can be made simple by
choosing a constant or low-order N2 . The controller Cg
given by (32) in Proposition 3-(b) only adds integral-action
to the term C2 , which has poles in the region of stability
except for one pole at s = 0. This term can be a simple PI
controller by choosing a first order n̂(s) and d̂(s) = 1. �

III. APPLICATION

We apply the proposed controller synthesis procedures of
Propositions 1, 2, 3, with the values from [4] as benchmark
parameters for the linearized bicycle model in (1):

M =

[
80.81722 2.31941332208709

2.31941332208709 0.29784188199686

]
,

Ko =

[
−80.95 −2.59951685249872

−2.59951685249872 −0.80329488458618

]
,

K1 =

[
0 33.86641391492494

−0.85035641456978 1.68540397397560

]
,

K2 =

[
0 76.59734589573222
0 2.65431523794604

]
.

The entries of Yj in (2) are then calculated as Ya =
(s+ a)−2[ 80.817s2 − g80.95 ], Ybj = (s+ a)−2[ 2.319s2 +
vj33.866s−g2.599+v2

j 76.597 ], Ycj = (s+a)−2[ 2.319s2−
vj0.850s− g2.599 ], Ydj = (s+ a)−2[ 0.297s2 + vj1.685s−
g0.803 + v2

j 2.654 ]. Propositions 1, 2, 3 present systematic
controller design procedures with infinitely many choices
for the parameters within the specified constraints. In these
numerical examples, we choose these parameters so that the
resulting controllers are simple and low order. Within the
design freedom, we also choose controllers that result in
closed-loop poles that are not too close to the imaginary-
axis. The simultaneously stabilizing controller designs ap-
ply to any number of plants in the classes P and G? in
Proposition 1 and Proposition 2. We choose the following
forward speeds (in meters/second) to illustrate the simulta-
neous stabilization results: V1 = {0, 0.05, 0.15, 0.25, 0.4},
V2 = {0.58, 1.5, 2.5, 3.6, 5, 7.5, 8, 10}. The set V2 includes
the three speeds considered in [3]. Appropriate modifications
are made to the entries of Yj in (2) if plant models of the
six bicycles in [3] are included in the sets P and G? .
Application of Proposition 1: Consider a set of plants P as
in Section II-A; the 13 plants Pj ∈ P are modeled at the
speeds in the set V = V1∪V2 . Choose a = 10. a) The norm
in (7) grows as the speed in V increases, and is satisfied for
α > 3314. Choosing α = 3500, the controller Cp in (8) is
Cp = 3500M

[
10I2 I2

]
. The four closed-loop poles of all

13 systems have sufficient damping; the pole closest to the
imaginary-axis at −9.961 for the speed v = 10 m/s. b) For
a simple design, choose n = (s+6), d = 1. The norm in (9)
grows as the speed increases, and is satisfied for α > 2203.
Choosing α = 2500, Cp = 2500 (s+6)

s M
[
10I2 I2

]
in (10).

The pole closest to the imaginary-axis of the 13 systems
simultaneously stabilized is at −5.919 for v = 10 m/s.
Application of Proposition 2: Consider a set of plants G?
as in Section II-B.1, where the 8 plants Gj ∈ G? are

modeled at the speeds in the set V2 , where vj ∈ V2 satisfy
vj > v? . Choose a = 10. a) The norm in (18) is satisfied
for β > 2087.9; it does not exhibit a pattern for the speeds
in V2. Choosing β = 2088 and a constant N2 = −1.3
satisfying (19), the simultaneously stabilizing controller in
(20) is Cg =

[
−20880 −13 −2088 −1.3

]
. The pole

closest to the imaginary-axis of the 8 systems is at −0.05268
corresponding to the lowest speed v = 0.58 m/s in V2 .
Excluding this low speed from the set, the pole closest to
the imaginary-axis of the remaining 7 systems is at −3.4218
for v = 1.5 m/s. b) For a low-order design, we choose
n(s) = d(s) = 1. For β = 2088, which satisfies (18) as in
part (a), the norm (23) is satisfied for ε < 0.301. Choosing
ε = 0.25, the simultaneously stabilizing controller in (24)
is Cg =

[
−20880 −250

794.11s −2088 −25
794.11s

]
. One of the

closed-loop poles is very close to the origin for all 8 systems.
Better closed-loop damping may be achieved with higher
order choices for n, d. c) Choosing ñ = (s+ 1), d̃ = 1, the
norm (25) is satisfied for β̃ > 1008.195. Choosing β̃ = 1100
and simply a constant N2 satisfying (26) as N2 = 0.8, Cg
in (27) is Cg =

[
−11000(s+1)

s 8 −1100(s+1)
s 0.8

]
.

Application of Proposition 3: Let the speeds for the indi-
vidual models to be stabilized be v1 = 0.15, v2 = 0.25,
v3 = 0.4, v4 = 0.57 m/s, which are all less than v? . Choose
a = 10. Then β̂ = 31 satisfies (30) for each of these four
speeds. For simplicity, choose a constant N2 satisfying (31).
The controllers C1j , C2j in Cgj of (32) corresponding to
vj are: C11 = 50320(s−6.25)(s+5.78)(s+3.03)

(s+10)(s+6289)(s+4.47) , C21 = 0.012;

C12 = 24729.9(s−6.82)(s+5.95)(s+2.94)
(s+10)(s+3110)(s+5.32) , C22 = 0.03;

C13 = 13616(s−7.59)(s+6.195)(s+2.78)
(s+10)(s+1732.7)(s+6.69) , C23 = 0.058;

C14 = 8361.7(s−8.32)(s+6.46)(s+2.55)
(s+10)(s+1079)(s+8.35) , C24 = 0.092. Keep the

same C1j for each speed vj and re-design C2 as an integral-
action controller as in Proposition 3-(b). Choose n̂ = d̂ = 1
for simplicity. Then ε̂ = 0.125 satisfies (37) for each of
these four speeds. The new C2j for each vj are C21 =

0.125
8538.8 s ; C22 = 0.125

4201.6 s ; C23 = 0.125
2243.2 s ; C24 = 0.125

1451.8 s .

IV. CONCLUSIONS

Under the assumptions of Propositions 1 and 2, any
number of bicycles modeled at different forward speeds can
be simultaneously stabilized with either two inputs or with
only the steering input. The proposed controllers are simple
and low-order, with freedom in the design parameters that
can be used to achieve better performance. For extremely
low speeds, the design given in Proposition 3 provides
stabilization of individual models at fixed forward speeds
with only the steering torque as input.

APPENDIX: PROOFS
Proof of Proposition 1: a) With N = αM , D = I , the
constant Cp in (8) is as in (5); it stabilizes all Pj if and only
if Fj in (6) is unimodular, equivalently, 1

(s+a)αM + Yj =
(s+α)
(s+a) ( α

s+αI+ 1
(s+α) (s+a)YjM

−1)M = (s+α)
(s+a) (I+ 1

s+α [(s+

a)YjM
−1 − sI])M is unimodular. By (2), Yj(∞) = M

implies [s(YjM
−1 − I)] ∈ M(S). For α satisfying (7),

‖ 1
s+α [ (s+a)YjM

−1−sI ]‖ ≤ 1
α‖(s+a)YjM

−1−sI‖ < 1.
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Therefore, (6) is unimodular for all Pj . Since it is stable,
Cp in (8) is strongly stabilizing. b) With N = αM , D =
s d(s)

n(s)
I ∈ M(S) since n(s) is Hurwitz, Cp stabilizes all

Pj if and only if Fj in (6) is unimodular, equivalently,
1

(s+a)αM+ s d(s)
n(s) Yj = (s+α)

(s+a) ( I+ 1
s+α [s(d(s)(s+a)

n(s) YjM
−1−

I)])M is unimodular. By (2), Yj(∞) = M and
d(s)(s+a)
n(s) |s→∞ = 1 imply [s(d(s)(s+a)

n(s) YjM
−1 − I)] ∈

M(S). For α satisfying (7), ‖ 1
s+α [s( d(s)(s+a)

n(s) YjM
−1 −

I)] ‖ ≤ 1
α ‖ s(

d(s)(s+a)
n(s) YjM

−1 − I)‖ < 1. Therefore, (6)
is unimodular for all Pj . Hence, Cp in (10) is an integral-
action controller that stabilizes all Pj . �

Proof of Proposition 2: a) With N1 = C1 , N2 = C2 ,
D1 = D2 = 1, the stable Cg in (20) stabilizes all Gj if and
only if Ej = Wj− (−β)

(s+a)Ybj+
1

(s+a)YaN2 = Uj+
1

(s+a)YaN2

in (14) is a unit in S, where, since Y −1
bj ∈ S, Uj := Wj +

β
(s+a)Ybj = (Φ s+β)

(s+a) Ybj(1 + 1
(Φ s+β) [(s + a)Y −1

bj Wj − sΦ]).
By (2), Wj(∞) = detM implies (Y −1

bj Wj)(∞) = Φ;
hence [sY −1

bj Wj − sΦ] ∈ S. For the numerical values
given, Φ > 0 implies (Φ s + β)−1 ∈ S. For β
satisfying (18), ‖ 1

(Φ s+β) [(s + a)Y −1
bj Wj − Φs]‖ ≤

1
β ‖ (s+ a)Y −1

bj Wj −Φs‖ < 1 implies U−1
j ∈ S; then Ej =

(1 + 1
(s+a)YaN2U

−1
j )Uj , where, for any N2 ∈ S satisfying

(19), ‖ 1
(s+a)YaN2U

−1
j ‖ ≤ ‖ 1

(s+a)YaU
−1
j ‖‖N2‖ < 1

implies E−1
j ∈ S for all Gj . Since Cg in (20) is

stable, it is a strongly stabilizing controller. b) With
D1 = 1, N2 = εn(s)

(s+e)d(s)Ya(0)−1, D2 = s
(s+e) for

any e ∈ R+ , Cg stabilizes all Gj if and only if (14)
holds, equivalently, Ej = WjD2 + β

(s+a)YbjD2 +
1

(s+a)YaN2 = s
(s+e)Uj + 1

(s+a)Ya
εn(s)

(s+e)d(s)Ya(0)−1

is a unit in S. From part (a), U−1
j ∈ S,

Ej = ( s
(s+e) + ε

(s+a)Ya
n(s)

(s+e)d(s)Ya(0)−1U−1
j )Uj =

(s+εΨj)
(s+e) (1 + εs

(s+εPsij)
1
s [ n(s)

(s+a)d(s)YaYa(0)−1U−1
j −Ψj ])Uj .

Now Uj(∞) = detM = detY (∞) > 0. Since U−1
j ∈ S,

Uj(s) does not change sign for s ∈ U ; hence, Uj(0) > 0.
By assumption, n(0)/d(0) > 0; hence, Ψj > 0 and

ε s
(s+εΨj) ∈ S. Since [ n(s)

(s+a)d(s)YaYa(0)−1U−1
j ]|s=0 = Ψj ,

we have s−1[ n(s)
(s+a)d(s)YaYa(0)−1U−1

j − Ψj ] ∈ S and for

ε satisfying (23), ‖ ε s
(s+εΨj)

1
s [ n(s)

(s+a)d(s)YaYa(0)−1U−1
j −

Ψj ]‖ ≤ ‖ ε s
(s+εΨj)‖‖

1
s [ n(s)

(s+a)d(s)YaYa(0)−1U−1
j − Ψj ]‖ =

ε‖ 1
s [ n(s)

(s+a)d(s)YaYa(0)−1U−1
j − Ψj ]‖ < 1. Therefore,

Ej is a unit in S for all Gj . c) With N1 = −β̃ ñ(s)

(s+e)d̃(s)
,

D1 = s
(s+e) for any e ∈ R+ , and D2 = 1, the

controller in (27) is in the form of (13). Due to the
assumptions, ñ(s)

(s+e)d̃(s)
is a unit in S. Define Vj :=

WjD1 − 1
(s+a)YbjN1 = Wj

s
(s+e) + β̃

(s+a)Ybj
ñ(s)

(s+e)d̃(s)
=

Ybj
ñ(s)

(s+e)d̃(s)

(Φs+β̃)
(s+a) (1+ 1

(Φs+β̃)
[s (s+a)d̃(s)

ñ(s) Y −1
bj Wj−sΦ]). By

(2), (Y −1
bj Wj)(∞) = Φ implies [s (s+a)d̃(s)

ñ(s) Y −1
bj Wj − sΦ] ∈

S. Since Φ > 0 implies (Φs + β̃)−1 ∈ S, for β̃

satisfying (25), ‖ 1
(Φ s+β̃)

[s (s+a)d̃(s)
ñ(s) Y −1

bj Wj − sΦ]‖

≤ 1
β̃
‖s (s+a)d̃(s)

ñ(s) Y −1
bj Wj − sΦ]‖ < 1. Since

ñ(s)

(s+e)d̃(s)
Y −1
bj ∈ S, it follows that V −1

j ∈ S. The
controller Cg stabilizes all Gj if and only if (14)
holds, i.e., Ej = (1 + s

(s+e)(s+a)YaN2V
−1
j )Vj =

(1 + 1
(s+a)YaN2[Wj + β̃ñ(s)

s(s+a)d̃(s)
Ybj ]

−1)Vj is a unit in S.

For N2 ∈ S satisfying (26), ‖ s
(s+e)(s+a)YaN2 V

−1
j ‖ ≤

‖ 1
(s+a)Ya[Wj + β̃ñ(s)

s(s+a)d̃(s)
Ybj ]

−1‖‖N2‖ < 1. Therefore, Ej
is a unit in S for all Gj . �
Proof of Proposition 3: a) With N1 , D1 be as in
(33)-(34), C1 in (29) is C1 = N1D

−1
1 , where

Y −1
bj [Wj(s) − Wj(ζ)] ∈ S since the only U-zero of
Ybj is at s = ζ. Therefore, Cg ∈ Rp

1×4 stabilizes Gj
if and only if E−1

j ∈ S, equivalently, Ej = (WjD1 −
1

(s+a)YbjN1 )D2 + 1
(s+a)YaD1N2 = ÛjD2 + 1

(s+a)YaD1N2

is a unit in S, where Ûj := WjD1 − 1
(s+a)YbjN1 =

(s+β̂)
(s+a) [ 1 + 1

(s+β̂)
( (s+ a)Wj(detM)−1 − sI)]Wj(ζ). Since

Wj(∞) = detM , the term (sWj(detM)−1 − sI) ∈ S. For
β̂ satisfying (30), ‖ 1

(s+β̂)
((s + a)Wj(detM)−1 − sI)‖ ≤

1
β̂
‖(s + a)Wj(detM)−1 − sI‖ < 1 implies Û−1

j ∈ S.

With D2 = 1, Ej = ( 1 + 1
(s+a)YaD1N2Û

−1
j )Ûj , where,

for any N2 ∈ S satisfying (31), ‖ 1
(s+a)YaD1N2Û

−1
j ‖ ≤

‖ 1
(s+a)Ya (Wj − 1

s+aYbjC1 )−1‖‖N2‖ < 1. Therefore,
E−1
j ∈ S; hence, Cg stabilizes Gj . b) Let

N2 = ε̂n̂(s)

(s+e)d̂(s)
Ψ̂Ya(0)−1, D2 = s

(s+e) for any
e ∈ R+ . From part (a), with N1 , D1 as in (33)-(34),
Û−1
j ∈ S implies Ej = ÛjD2 + 1

(s+a)YaD1N2 =
s

(s+e) Ûj + 1
(s+a)YaD1

ε̂n̂(s)

(s+e)d̂(s)
Ψ̂jYa(0)−1 = (s+ε̂)

(s+e) (1 +

ε̂ s
(s+ε̂)

1
s [ n̂(s)

(s+a)d̂(s)
YaD1Û

−1
j Ψ̂jYa(0)−1 − 1])Ûj . By

assumption, n̂(0)/d̂(0) = 1 and (ÛjD
−1
1 )(0) = Ψj .

Therefore, s−1[ n̂(s)

(s+a)d̂(s)
YaD1Û

−1
j Ψ̂jYa(0)−1 −

1] ∈ S and for ε̂ satisfying (37), we have
‖ ε̂ s

(s+ε̂)
1
s [ n̂(s)

(s+a)d̂(s)
YaD1Û

−1
j Ψ̂jYa(0)−1 − 1]‖ ≤

‖ ε̂ s
(s+ε̂)‖‖

1
s [ n̂(s)

(s+a)d̂(s)
YaD1Û

−1
j Ψ̂jYa(0)−1 − 1]‖ =

ε̂‖ 1
s [ n̂(s)

(s+a)d̂(s)
YaD1Û

−1
j Ψ̂jYa(0)−1 − 1]‖ < 1. Hence,

E−1
j ∈ S and Cg in (32) stabilizes Gj . �
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