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Challenge #2: Asymmetric Effects

Asymmetric access technologies
− ADSL, (wireless) cable modems, DBS, etc.
− Low-bandwidth ACK channel [LM97, KVR98]

Packet radio networks
− Metricom’s Ricochet, CDPD, etc.
− Adverse interactions between data and ACK flow

Problem: Imperfect ACK feedback degrades TCP performance



The Character of Asymmetry

Bandwidth: 10-1000 times more in the forward direction
Latency: Variability due to MAC protocol interactions 
Packet loss: Higher loss- or error-rate in one direction

The network and traffic characteristics in one 
direction significantly affect performance in the other
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Latency Asymmetry: Packet Radio 
Networks
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Problem: Large and variable communication latency



Problem: Large Round-Trip Time Variations
Example: Metricom Ricochet Wireless Network
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• Mean rtt = 2.45s, std deviation = 1.5s ⇒ long timeout! 
• Long idle periods after multiple losses (~ 20 Kbps)
• In contrast, UDP throughput = 50-64 Kbps
• ACK flow affects data latency
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Solutions
Problems arise because of imperfections in the ACK 
feedback
Reduce frequency of acks
− ACK Filtering (AF)
− ACK Congestion Control (ACC)

Handle infrequent acks
− Sender Adaptation (SA)
− ACK Reconstruction (AR)

General solution approach for asymmetric situations



ACK Filtering (AF)
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Sender Adaptation (SA)
Infrequent ACKs cause slow window growth
Sender tends to be bursty

Server
1 9 15

1.   cwnd += 8

cwnd += 8/cwnd

Increment window by 
amount of data ack’d

19 20 21 22 . . .2.
Regulation: pace packets out at rate 
estimated by cwnd/srtt

This reduces burstiness

Router Forward

Client

ACK Reconstruction (AR)

975

1
11 13

3 75

ACK filterACK reconstructor
753

9
Server

Forward

Client

Regenerates ACKs at other end of reverse channel

Shields sender from large gaps in ack sequence

AR rate determined by 
− input ACK rate
− target ACK spacing

1



Bandwidth Asymmetry Performance
− TCP transfers in the forward direction alone
− Maximum window size 100 KB; no losses on forward path

– Header compression helps
– Large reverse channel buffer hurts for Reno and ACC
– Fairness greatly improves using AF and ACC for multiple transfers

0

2

4

6

8

10
Th

ro
ug

hp
ut

 (M
bp

s)

10 pkt C/10 pkt 50 pkt C/50 pkt

Reno
ACC
AF
AF+AR

Summary: Asymmetric Effects
General definition of asymmetry
− Problem: ACK channel impacts TCP performance

Classification of types of asymmetry
− Bandwidth asymmetry due to technologies
− Latency asymmetry due to MAC interactions

General solutions: Two-pronged approach
− Reduce frequency of ACKs (AF, ACC)
− Handle infrequent ACKs (SA, AR)

Status
− BSD/OS 3.0 implementation
− Soon-to-be Internet RFC



Multihop Wireless Simulations

− 1 to 3 wireless hops on path
− Radio turnaround time = 3-12 ms
− Radio queue size = 10 packets
− Exponential backoff in multiples of 20 ms slots
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Performance: Single Transfer
AF reduces chances that peer radio is busy
− MAC backoffs less frequent

Round-trip std deviation reduces from 1.5 s to 0.6 s

0

10

20

30

40

50

60

1 hop 2 hops 3 hops

Reno
Reno+ACC
Reno+AF

Th
ro

ug
hp

ut
 (K

bp
s)

AF: 20-35% throughput improvement compared to Reno



Performance: Concurrent Transfers
Metrics: utilization and fairness
Simultaneous connections over 2-hop network
− Performance more predictable and consistent with AF

Unpredictable performance caused by long timeouts
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AF: 25% improvement in fairness over Reno

Combining Technologies
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Web data

Wireless cable forward channel with packet radio reverse channel
Workload: Multiple concurrent Web-like transfers

Issues: both bandwidth and latency asymmetries

Main result: Ack filtering tremendously improves scaling behavior 
(average completion time vs. # of concurrent transactions)


