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Abstract- Wireless systems using multi-element antenna arrays
simultaneously at both transmitter and receiver promise a much
higher capacity than conventional systems. Previous studies have
shown that single-user systems employingn-element transmit and
receive arrays can achieve a capacity proportional ton, assuming
independent Rayleigh fading between pairs of antenna elements.
We explore the capacity of dual-antenna-array systems via
theoretical analysis and simulation experiments. We present
expressions for the asymptotic growth rate of capacity withn for
both independent and correlated fading cases; the latter is derived
under some assumptions about the fading correlation structure.
We show that the capacity growth is linear in n in both the
independent and correlated cases, but the growth rate is smaller in
the latter case. We compare the predictions of our asymptotic
theory to the capacities of channels simulated using ray tracing,
and find good agreement even for moderaten, i.e., . Our
results address both the cases when the transmitter does and does
not know the channel realization.

I. INTRODUCTION

Signals propagating through wireless channels experience
path loss, distortion due to multipath fading, additive noise, and
cochannel interference. These impairments, along with the con-
straints on power and bandwidth, limit the system capacity. In
the past, multiple antennas have been used at the receiver to
combat multipath fading of the desired signal, e.g., using max-
imal ratio combining [1], or to suppress interfering signals, e.g.,
using optimal combining [2]. Recent studies report that using
MEAs at both transmitter and receiver increases system
capacity considerably over single-antenna systems ([3], [4]). In
[4], Foschini and Gans considern transmitting andn receiving
antennas, with i. i. d. narrowband Rayleigh fading between
antenna pairs. Assuming that a fixed power is allocated equally
over all transmitting elements, the MEA mutual information
(Ieq) is reported to grow linearly withn. An MEA system
achieves almostn more bps/Hz for every 3 dB increase in
signal-to-noise ratio (SNR), compared to a single-antenna
system, which only achieves one additional bps/Hz.

In practice, correlation exists between the signals trans-
mitted by or received at different antennas. Correlation may
arise if the antenna elements are not spaced far apart enough,
e.g., Lee pointed out in [5] that the required antenna spacing to
obtain a correlation coefficient between signals to be less than
0.7 is approximately 70 wavelengths for the broadside case and
15-20 wavelengths for the inline case. The presence of a domi-
nant line-of-sight component can also affect the MEA capaci-
ties.

Here, we explore the MEA capacities in a more realistic
propagation environment, where the fadings are not necessarily
Rayleigh, nor independent. We determine the capacityCwf
when the transmitter knows the channeland optimum power

allocation (water-filling) is used. Also, we compute the mutua
information Ieq with equal power allocationof the MEA
system, and we investigate the performance degradation
compared toCwf.

We study the behavior of MEA capacities through simul
tion and analysis. We employ the Wireless System Engineer
(WiSE) [6] software tool to simulate explicitly the channe
response between a transmitter and a receiver placed insid
office building. We model the multiple-input-multiple-outpu
(MIMO) Rayleigh-fading channel as a matrixH, and study how
Cwf andIeqbehave asn grows large. We show almost sure con
vergence of the asymptotic growth ratesCwf/n andIeq/n consid-
ering two cases: (a) when fadings between different anten
pairs are independent and (b) when these fadings are correla

The remainder of this paper is organized as follows. In Se
tion II, we model the channel as a MIMO system with flat fre
quency response. Using this mathematical model in Section
we present information-theoretic results for the capacity
MEA systems and analyze its asymptotic growth rate asn
grows large. In Section IV, we present capacity estimates
the simulated channels and discuss the discrepancies betw
these results and the asymptotic capacities predicted by the
We briefly describe how WiSE is used to represent the indo
propagation environment that our study is based on. Conc
sions are presented in Section V.

II. CHANNEL MODEL

The following notation will be used throughout the paper:
for vector transpose, for transpose conjugate, for t

identity matrix, E[.] for expectation, andunderline for
vectors.

A. Basic Channel Model

We consider a single-user, point-to-point communicatio
channel withn transmitting andn receiving antennas, with no
co-channel interference. We assume that the channel respo
is flat over frequency. This approximation is reasonable if t
communication bandwidth,W, is much less than the coheren
bandwidth. In our simulated channels, the maximum del
spread1 is 24 ns. Since the coherence bandwidth is appro
mately the reciprocal of the delay spread, the frequen
response can be considered flat as long asW is much less than
42 MHz.

We assume that the channel is linear time-invariant and u
the following discrete-time equivalent model:

. (1)

1 n 16≤ ≤

1. Delay spread here refers to the difference between the arrival times of
earliest- and latest-arriving rays having appreciable amplitude.
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Here, is an vector whosejth com-
ponent represents the signal transmitted by thejth antenna.
Similarly, the received signal and received noise are repre-
sented by vectors, and , respectively, where and

represent the signal and noise received at theith antenna.
The complex path gain between transmitterj and receiveri is
represented by , fori = 1, 2, ...,n andj = 1, 2, ...,n. We fur-
ther assume that:

• The total radiated power isPtot, regardless ofn.
• The noiseZ is an additive white complex Gaussian random

vector. Its components, ,i = 1, 2, ..., n, are i. i. d. circu-
larly symmetric complex Gaussian random variables with
variance .

We consider the following two cases:
1. H is known only to the receiver but not the transmitter.

Power is distributed equally over all transmitting antennas
in this case.

2. H is known at the transmitter and receiver. Therefore, power
allocation can be optimized to maximize the achievable rate
over the channel.
In this work, we treatH as quasi-static.H is considered

fixed for the whole duration of communication, thus capacity is
computed for each realization ofH without time averaging. On
the other hand,H changes if the receiver is moved from one
place to the other, which happens over a much larger time scale.
The capacityCwf and mutual informationIeqassociated withH
can be viewed as random variables.

III. A NALYSIS OF MEA CAPACITIES

Channel capacity is defined as the highest rate at which
information can be sent with arbitrarily low probability of error
[8]. SinceH is quasi-static, it is reasonable to associateCwf to a
specific realization ofH, for a fixedPtot andN0W. Throughout
our analysis, we assumeHij for i, j = 1, 2,...,n, are identically
distributed with the same variance .
We assume thatυ2 is the same for all fading gainHij for all
positions of the transmitting and receiving MEAs within their
respective work spaces.

When n antennas are used, we denote the MEA capacity
and mutual information asCwf(n) and Ieq(n), respectively. For
the case withn = 1, the capacity is:

 bps/Hz. (2)

In the high-SNR regime, each 3-dB increase ofPtot/N0W yields
a capacity increase of 1 bps/Hz.

A. Capacity With Water-filling Power Allocation

In this section, we assume the transmitter has perfect
knowledge about the channel. Thus,Ptot can be allocated most
efficiently over the different transmitters to achieve the highest
possible bit rate, which is given by:

 bps/Hz, (3)

whereQ is the covariance matrix ofX ( ),
and must satisfy the average power constraint:

. (4)

The achievable capacity ([9]) is:

, (5)

where µ satisfies , and theΛi’s are the

eigenvalues of .

The optimal solution that gives the capacity in (5) is anal
gous to the water-filling solutions for parallel Gaussian cha
nels [8].

B. Mutual Information With Equal Power Allocation

Here, we assume that equal power is radiated from ea
transmitting antenna, which is a natural thing to do when t
transmitter does not know the channel. The MEA mutual info
mation is:

 bps/Hz. (6)

C. Asymptotic Behavior of Capacity

We investigate the growth ofIeq andCwf asn grows large
for two cases: (a) when path gains,Hij , are independent, and (b)
whenHij ’s are correlated. In both cases, we assume thatHij ’s
are identically distributed complex Gaussian with variance
We define the average received SNR as .

1.  Assuming Independence of Path Gains

For a givenH, the capacity ofn-antenna MEA is given by
(5). TheΛi’s are random variables that depend onH. For each
n, let Fn be the fraction ofΛi less than or equal toΛ with n
antennas:

. (7)

Note thatIeqandCwf depend onH only through the empirical
distribution ofΛi, Fn(Λ). The asymptotic properties ofCwf(n)
depends on how the distributionFn behaves asn approaches
infinity. Khorunzhy et al, and Yin studied convergence ofFn in
[10]-[11]. The following almost sure convergence theorem
due to the work by Silverstein et al in [12].

Theorem 1. DefineGn(Λ):= Fn(nΛ). Then, almost surely,
Gn converges to a nonrandom distribution G*, which has a de
sity given by:

(8)
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The scaling byn in the definition ofFn means that theΛi are
growing as ordern. After rescaling, the distribution converges
to a deterministic limiting distribution, i.e. for largen, Fn(nΛ)
looks similar for almost all realizations ofH. Using this the-
orem, we derive the asymptotic growth rate ofCwf(n) as

 while keeping the average received SNRρ constant.
Proposition 1. With almost sure convergence,

, where

(9)

andµ satisfies .

If we assume the transmitter always allocates an equal
powerPtot/n to each transmitting antenna, the mutual informa-
tion is given by (6). Using Theorem 1, we can prove the fol-
lowing proposition.

Proposition 2. With almost sure convergence,

, where

. (10)

With the above two propositions, we find thatCwf(n) and
Ieq(n) scale like nCwf* and nIeq*, respectively. Using
L’Hopital’s rule, it can be shown that at low SNR,

,

while at high SNR, .

2.  Considering Correlation between Path Gains

Let ΨT be an matrix whose entryΨT
jk is the correla-

tion coefficient between signals transmitted byjth antenna and
kth antenna,

. (11)

In our model, we assume thatΨT
jk does not depend on the

index of the receiving antenna, i.e.p can be arbitrary as long as
. Similarly, letΨR be an matrix whose

entry ΨR
pq is the correlation between signals at receiverp and

receiverq,

, (12)

and it is also assumed to be independent of the index of the
transmitting antenna,j.

To simplify our analysis, we assume that correlation for
Hij ’s when both transmitting and receiving antennas are dif-
ferent is the product of the two one-dimensional correlation
functions mentioned above:

. (13)

We verify the validity of this assumption through WiSE simula
tion. We estimate correlation ofHij ’s empirically from 1000
realizations ofH for n = 2. Comparing the product ofΨT

12 and
ΨR

12with the actual estimate of , close agreement
is found consistently between the two over the range of anten
spacings that we consider.

The asymptotic results in previous section can be extend
to the case when theHij ’s are correlated, under certain assump
tions on the covariance matricesΨR andΨT. In particular, we
assume that the empirical distributions of the eigenvalues ofΨR

and ΨT converge to some limiting distributionsFR and FT,
respectively. This will be true if:

• The correlation between the fading at two antennas depe
only on the relative and not absolute positions of the ante
nas; and

• The antennas are arranged on a regular lattice, such a
square grids or linear arrays, and as we scale up the num
of antennas, the relative positions of adjacent antennas
fixed.
Under the above conditions, it can be shown that almo

surely, as ,

(14a)

and , (14b)

whereCwf
o andIeq

o are constants that depend only on the SN
and the limiting eigenvalues distributions ofΨR andΨT. While
these limits can be computed for arbitrary SNR [13], we sh
focus here only on the case when the SNR is high. In th
regime, particularly simple expressions can be obtained. It c
be shown that at high SNR,

(15)

where for eachx, ηR(x) is the unique solution to:

. (16)

The approximation in (15) is in the sense that the differen
goes to zero as . It is shown in [13] that

, (17)

with equality if and only if fadings are independent at th
receiver. Hence this term quantifies the capacity penalty due
correlation at the receiver. It can also be shown that

, (18)
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with equality if and only if fadings are independent at the trans-
mitter. This term thus quantifies the capacity penalty due to cor-
relation at the transmitter.

IV. RAY-TRACING CHANNEL SIMULATION

A. WiSE System Model

We use the experimentally based WiSE ray-tracing
simulator [6] to generate the channel matrixH for the indoor
wireless environment of a two-floor office building in New
Jersey. We place the transmitting MEA on the first floor ceiling
near the middle of the office building throughout our study.
Receiving MEAs are placed with random rotations at 1000 ran-
domly chosen positions in a room located at intermediate dis-
tance from the transmitter. We consider a carrier frequency of
5.2 GHz (wavelength,λ = 5.8 cm). The MEAs consist of mul-
tiple omnidirectional antennas, arranged either in square grids
or linear arrays within horizontal planes. The separation
between antenna elementsd is the same for both the transmit-
ting and receiving MEAs.

SinceH varies for different receiver locations, we estimate
the channel varianceυ2, by averaging over 1000 realizations of
H, and over all possible antenna pairs,j to i. We assume that the
average received SNRρ, as defined in Section III-C, should be
high enough for low-error-rate communication. If the SNR is
too low, we need excessively long codes to achieve a low error
probability. Practical constraints on current A/D converters
limit the maximum SNR that can be exploited effectively. Thus,
we consider SNRs in the 18-22 dB range. For all our simula-
tions, we assumeW to be 10 MHz, andN0 to be -170 dBm/Hz,
giving a total noise varianceN0W of -100.8 dBm. The capacity
and mutual information,Cwf(n) and Ieq(n), are computed for
differentn.

B. Simulation Results and Discussion

1.  Capacity and Mutual Information of MEAs

In this section, we consider square arrays for compactne
We considern = 1, 4, 9, 16, 25 and 36,d = 0.5λ, andρ = 18 dB.
The CCDFs forCwf(n) are plotted in Fig. 1 (solid lines). The
rightward shift of the curves shows thatCwf(n) increases with
n, because spatial diversity provides additional degrees
freedom for transmission. One performance indicator
interest is the capacity that can be supported 95% of the tim
i.e., the 5 % channel outage. Using a single antenna yie
Cwf

0.05(1) = 5.9 bps/Hz while MEAs with four antennas
achieveCwf

0.05(4) = 20 bps/Hz, which is almost three and
half times larger. Forn = 36, we can get as high as 106 bps/Hz

The CDDFs of Ieq(n) are also plotted in Fig. 1 (dashed
lines). The advantage of having channel knowledge at the tra
mitter for water-filling to be employed is illustrated by the hor
zontal gap between the CCDFs ofCwf(n) andIeq(n). For small
n such asn = 4, the difference betweenCwf

0.05(4) andIeq
0.05(4)

is only about 1 bps/Hz (about 5% difference). This ga
increases withn, e.g. forn = 36, Cwf

0.05 is 11.3 % larger than
Ieq

0.05
.

The relative capacity gain ofCwf(n) over Ieq(n) is sensitive
to ρ and n. Cwf

0.05(n)/ Ieq
0.05(n) are plotted in Fig. 2. The gain

decreases asρ increases, and it decreases at a slower rate
larger n. When ρ is small, knowing the channel allows us to
allocate power more efficiently to stronger subchannels a
therefore achieve higher capacity as compared to equal po
distribution over all subchannels. Whenρ is large, there is suffi-
cient power to be distributed over all sub-channels, therefo
the relative strength of the subchannels become less import
Forn = 4, the ratio decreases from 3 atρ = -10 dB to 1 atρ = 50
dB for Cwf

0.05(n)/Ieq
0.05(n).

2.  Asymptotic Behavior of MEA Capacities

We study how MEA capacity behaves asn grows large in
simulated channels. We only focus on the high-SNR regimeρ

Fig. 1. The CCDFs ofCwf (achieved via water -filling) andIeq
(with equal power allocation) forn = 1, 4, 9, 16, 25 & 36 at
receivedρ = 18 dB. MEA antennas are arranged in square grids
with d = 0.5λ.
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= 22 dB. SinceCwf(n)/Ieq(n) is close to 1 for high SNR, we
only consider water-filling capacityCwf.

For simplicity, we consider linear arrays where the antenna-
elements of MEA are equally spaced with two antenna spac-
ings:d = 0.5λ and 5λ. The transmitting MEA is placed orthog-
onal to the long dimension of the hallway (“broadside”
arrangement as in [5]). We estimate the variance and eigen-
values of the covariance matrix to computeCwf* and Cwf

o

using (9) and (15).
The average capacityCwf(n) for different n is computed

using 1000 realizations ofH, and is plotted ford = 0.5λ and5 λ
as the solid lines in Fig. 3. The dashed lines represent the
capacities approximated using the asymptotic growth rates for
the correlated case; these are straight lines with slopeCwf

o. The
gap between simulation results and the asymptotic results
grows smaller for increasingn. Ford = 5 λ, Cwf(n)/n converges
to 98 % of Cwf

o when n = 16. The dotted line represents the
asymptotic capacity derived assuming independent fading,
which is a straight line of slopeCwf* . We observe that even for
d = 5 λ, nCwf* is significantly larger than the value ofCwf(n)
found for simulated channels. That is, the asymptotic results of
Section III-C-1, which do not include the effects of correlation,
overestimate MEA system capacity.

V. CONCLUSIONS

MEA systems offers potentially large capacity gains over
single-antenna systems. With perfect channel knowledge at the
transmitter, water-filling solutions can be employed to achieve
capacityCwf. Equal power allocation is easier to implement,
but yields a mutual informationIeq that can be significantly
smaller thanCwf. The water filling gainCwf/Ieq is most signifi-
cant when the average received SNRρ is small.Cwf

0.05/Ieq
0.05

= 3.5 whenρ = -10 dB, but atρ = 50 dB, water filling gain is
negligible,Cwf

0.05/Ieq
0.05 .

Assuming i. i. d. path gains between different antenna pairs,
theoretical analysis shows that the capacity grows linearly with

the number of antennasn in the limit of largen. However, in a
more realistic propagation environment, correlation does ex
between antenna pairs and causes a smaller rate of growt
capacity. Our simulation results show that for 0.5λ antenna
spacing, the simulated average capacityCwf is only 79% of the
predicted valuenCwf

o for a broadside system withn = 16 atρ =
22 dB. When the antenna spacing is increased, we see m
agreement betweenCwf andnCwf

o. Indeed withd= 5 λ, Cwf(n)/
nCwf

o = 98% whenn = 16.
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Fig. 3. Average capacityCwf(n) versusn. Also shown arenCwf
*

and nCwf
o, which are asymptotic results for independent and

correlatedHij , respectively (see Section III-C). We consider
linear arrays with the transmitting MEA placed parallel to the y-
axis (broadside case).
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