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ABSTRACT
Network-wide traffic measurement is of interest to network opera-
tors to uncover global network behavior for the management tasks
of traffic accounting, debugging or troubleshooting, security, and
traffic engineering. Increasingly, sophisticated network measure-
ment tasks such as anomaly detection and security forensic anal-
ysis are requiring in-depth fine-grained flow-level measurements.
However, performing in-depth per-flow measurements (e.g., de-
tailed payload analysis) is often an expensive process. Given the
fast-changing Internet traffic landscape and large traffic volume, a
single monitor is not capable of accomplishing the measurement
tasks for all applications of interest due to its resource constraint.
Moreover, uncovering global network behavior requires network-
wide traffic measurements at multiple monitors across the network
since traffic measured at any single monitor only provides a partial
view and may not be sufficient or accurate. These factors call for
coordinated measurements among multiple distributed monitors.

In this paper, we present a centralized optimization framework,
LEISURE (Load-EqualIzed meaSUREment), for load-balancing
network measurement workloads across distributed monitors.
Specifically, we consider various load-balancing problems under
different objectives and study their extensions to support differ-
ent deployment scenarios. We evaluate LEISURE via detailed
simulations on Abilene and GEANT network traces to show that
LEISURE can achieve much better load-balanced performance
(e.g., 4.75X smaller peak workload and 70X smaller variance in
workloads) across all coordinated monitors in comparison to naive
solution (uniform assignment) to accomplish network-wide traffic
measurement tasks.

Categories and Subject Descriptors
G.1.6 [NUMERICAL ANALYSIS]: Optimization—Global op-
timization, Constrained optimization; C.2.3 [COMPUTER-
COMMUNICATION NETWORKS]: Network Operations—
Network management, Network monitoring

Keywords
Load-balanced, network-wide traffic measurement

1. INTRODUCTION
Accurate traffic measurement is essential to a variety of network
management tasks, including traffic engineering (TE), capacity
planning, accounting, anomaly detection, and security forensics.
Many existing studies focus on improving traffic measurement
techniques at a single monitor, including adaptive sampling [1],
data streaming [2], and heavy-hitter detection mechanisms [3].
These solutions typically examine packet headers to determine if

any statistics need to be collected. While these aggregate traffic
volume statistics are sufficient for TE purposes, there is an increas-
ing need for fine-grained flow level measurements to perform ac-
curate traffic classifications for security purposes. For example,
deep packet inspection (DPI) allows post-mortem analysis of net-
work events and helps understand the payload properties of transit-
ing Internet traffic. Another solution, Network DVR [4], performs
selective flow-based trace collection by matching packets against
application-specific signatures.

However, doing fine-grained flow level measurements (e.g., analyz-
ing payload) is often an expensive process that requires dedicated
hardware (e.g., TCAMs [5]), specialized algorithms, (e.g., Bloom
Filters [6]), or vast storage capacity. Given the fast-changing In-
ternet traffic landscape and large traffic volume, a single monitor is
not capable of accomplishing the measurement tasks from all ap-
plications of interest due to its resource constraint. This calls for
coordinated measurement between multiple distributed monitors.
Moreover, network-wide traffic measurement at multiple monitors
is also key to uncovering global network behavior since traffic mea-
sured at a single monitor only provides partial views and may not
be sufficient or accurate. For example, a global iceberg [7] may
have high aggregate volume across many different monitors, but
may not be detectable at any single monitor. Discovering this type
of event is important for a number of applications (e.g. detecting
DDoS attacks, discovering worms, as well as ensuring SLA com-
pliance).

To perform effective network-wide traffic measurement across mul-
tiple distributed monitors, a centralized framework that coordinates
measurement responsibilities across different monitors is needed.
In today’s network, deployed monitors measure traffic completely
independently to each other, leading to redundant flow measure-
ments and inefficient use of routers’ measurement resources. Sekar
et al. [8] proposed CSAMP (Coordinated Sampling), a centralized
hash-based packet selection system as a router-level primitive, to
allow distributed monitors to measure disjoint sets of traffic without
requiring explicit communications, thus eliminating redundant and
possibly ambiguous measurements across the network. CSAMP
uses an optimization framework to specify the set of flows that
each monitor is required to record by considering a hybrid mea-
surement objective that maximizes the total flow-coverage sub-
ject to ensuring that the optimal minimum fractional coverage of
the task can be achieved. However, both traffic characteristics
and measurement tasks can dynamically change over time, cou-
pled with ever-increasing link rates (high traffic volume) and out of
consideration to distribute multiple measurement tasks jointly, ren-
dering previously-placed monitors easily overwhelmed if the mea-



surement tasks are not judiciously load-balanced across them, thus
leading to entire coordinated measurements failure and wastage of
routers’ measurement resources. In addition, existing frameworks
(e.g., CSAMP) are agnostic to differentiation in the importance of
traffic sub-populations or the cost of individual measurement tasks.

We present a new centralized optimization framework called
LEISURE (Load-EqualIzed meaSUREment) to address the net-
work measurement load-balancing problem on various realistic
scenarios. In contrast to CSAMP whose objective is to maximize
the total flow-coverage, LEISURE distributes traffic measurement
tasks evenly across coordinated monitors subject to ensuring that
the required fractional coverage of those tasks can be achieved.
It takes a) routing matrix, b) the topology and monitoring infras-
tructure deployment and c) measurement requirements of tasks as
inputs, and decides which available monitors should participate in
each specific measurement task and how much they need to mea-
sure to optimize the load-balancing objectives. Ideally the load-
balancing objective is to have identical workload for all monitors
where workload denotes the normalized traffic amount that each
monitor measures. In this work, the load-balancing objective is
mainly defined as two terms: 1) minimizing the variance of work-
loads across all monitors or 2) minimizing the maximum workload
among them. We summarize our contributions as follows:

• We present LEISURE and formulate the optimization prob-
lems for network-wide traffic measurements by considering
different load-balancing objectives. The optimal solutions
are translated into the disjoint sets of required-measured
flows that each monitor is assigned to measure. We also pro-
pose simple heuristic solutions to compare with and extend
LEISURE to incorporate practical scenarios (constraints),
i.e., (a) with limited measuring resources at monitors, (b)
with limited number of deployed monitors, (c) with multi-
ple routing paths (e.g., ECMP) for each origin-destination
(OD)-pair traffic.

• As proof of concept, we perform detailed simulation stud-
ies based on Abilene [9] and GEANT [10] network topolo-
gies and traces. Our results show that the significant
load-balancing improvement (e.g., 4.75X smaller maxi-
mum workload and 70X smaller variance in workloads) is
achieved by using LEISURE to optimally distribute the mea-
surement tasks across all coordinated monitors when com-
pared with the naive uniform assignments.

• We extend LEISURE and simulation studies to perform op-
timizations and sensitivity analysis with respect to multi-
ple measurement tasks that exhibit different importance and
incur different costs. We show that LEISURE is flexible
enough to assign the correct set of measurement tasks for
coordinated monitors to optimize measurement utility given
limited measuring resources.

The paper is structured as follows. Section 2 outlines related work.
Section 3 motivates our load-balancing problem by showing how
measurement tasks can be distributed to several coordinated moni-
tors using diversity of intuitions. We present detailed optimization
formulations and solution in Section 4, followed by the discussion
of extensions in Section 5. Section 6 describes our simulation setup
and evaluation results, and Section 7 concludes the paper.

2. RELATED WORK
Traffic measurement might involve single point or multiple moni-
tors. Earlier work on traffic measurement has focused on improv-
ing single-point measurement techniques, such as sampling ap-
proaches [11, 12], estimation of heavy-hitters [3], and methods to
channel monitoring resources on traffic sub-populations [13, 14].
Recently, researchers are interested in investigating network-wide
traffic measurement problems. In particular, they have demon-
strated the benefits of a network-wide approach for traffic engineer-
ing [15] and network diagnosis [16].

Network-wide traffic measurement presents more challenges. Pre-
vious work on network-wide measurement mostly studied the prob-
lem of placing monitors at proper locations to cover all measure-
ment task (routing paths) using as few monitors as possible [17,
18, 19]. Suh et al. [19] first defines utility functions for the sam-
pled traffic and maximizes the overall utility with bounded mea-
surement operation/deployment cost. They propose a two phase
approach where they first identify the links that should be mon-
itored and then run a optimization algorithm to set the sampling
rates. Cantieni et al. in [20] argues that most ISPs already de-
ploy routers which are equipped with monitoring capabilities (e.g.,
Netflow [21], Openflow [22]) and these monitoring tools can give
greater visibility on the network-wide traffic. Network operators
hence can decide whether to turn on these capabilities, and there
are potentially hundreds of monitoring points to choose from to
achieve network-wide measurements. Based on this assumption,
they reformulate the placement problem to decide which moni-
tors should be activated and which sampling rate should be set
to achieve a given measurement task with high accuracy and low
resource consumption. It performs more rigorous analysis on the
convergence of heuristic solutions.

Upon this assumption, our design of LEISURE as a centralized
network-wide measurement framework is also encouraged by re-
cent trends in network management. [23, 24] suggest that a cen-
tralized network management approach can significantly reduce
management complexity and operating costs. [8] showcases that
a centralized system that coordinates monitoring responsibilities
across multiple routers can significantly increase the flow moni-
toring capabilities of a network. The global measurement cover-
age can therefore be improved. In contrast, LEISURE assumes the
measurement task can be fulfilled by a given set of numerous mon-
itoring points, and its goal is to optimize the load-balancing objec-
tives by determining which available monitors should participate in
each specific measurement task and how much they need to mea-
sure instead of solving coverage optimization problem. Also none
of the previous work ever considered possible large measurement
traffic, multiple measurement tasks with different costs and differ-
entiation in the importance of traffic sub-populations, let alone load
balancing among distributed monitors.

3. MOTIVATING EXAMPLE
We first consider the toy example with traffic demands from three
OD-pairs: SF→NY, LA→Seattle, and Chicago→Atlanta, each
with 120 units of traffic (IP flows) in Fig. 1. Suppose the measure-
ment task imposed by the network operator is to measure all the
traffic from these three OD-pairs, one naive approach is to simply
always measure the traffic for each OD-pair at the ingress router as
shown in Fig. 1(b). The monitors then only need to be placed in SF,
LA, and Chicago with measurement traffic as 120 units. Similar to
this approach, the traffic for each OD-pair can be measured at the
egress router as Fig. 1(c) shown. The monitors instead need to be
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Figure 1: Different load-balancing approaches for our toy example, which includes three OD-pair traffic as our measurement task
(i.e., SF→NY, LA→Seattle, and Chicago→Atlanta, each with 120 units of traffic).

placed in NY, Seattle, and Atlanta with the same measurement traf-
fic. Both of these approaches only need 3 monitors to accomplish
the assigned measurement task but with 120 unit measurement traf-
fic.

On the other hand, assume all of these routers are equipped with
monitors that are capable of performing the measurement task, our
goal is to reduce their maximum measurement traffic by determin-
ing a fraction of the required measurement traffic to each of these
monitors. One simple strategy is to uniformly distribute the re-
quired measurement traffic of each OD-pair to the monitors along
its routing path as depicted in Fig. 1(d). For example, the 120
units of traffic for SF→NY is measured uniformly across moni-
tors placed in SF, Denver, Kansas City, Indianapolis and NY. Each
of them takes the measurement responsibility as 24 units. Simi-
larly, the monitors in LA, Denver, Seattle and Chicago, Indianapo-
lis, Atlanta take the measurement responsibility as 40 units for
LA→Seattle, and Chicago→Atlanta traffic respectively. The maxi-
mum measurement traffic therefore is most likely be the router with
the largest number of OD-pairs passing through it (e.g., 64 units of
measurement traffic in Denver/Indianapolis).

The other intuitive method distributes the required measurement
traffic of each OD-pair to the monitors inverse-proportion-to the
traffic passing through them as shown in Fig. 1(e). For example,
the traffic passing through SF, Denver, Kansas City, Indianapolis
and NY is 120, 240, 120, 240 and 120 respectively. Based on
its calculation, SF, Kansas City and NY should measure 30 units
of traffic for SF→NY ( 120−1

120−1+240−1+120−1+240−1+120−1 × 120)
while Denver and Indianapolis is 15 units. Similarly, the monitors
in LA, Seattle, Chicago, Atlanta and Denver, Indianapolis should
take the measurement responsibility as 48, 24 units for the traffic
LA→Seattle, and Chicago→Atlanta respectively.

Although these two methods achieve significant reduction in the
maximum measurement traffic compared to the naive approaches

(e.g., 120→64,120→48), it actually can be further reduced to 40
units as shown in Fig. 1(f) by using LEISURE to solve the global
load-balancing optimization problem. In this optimal solution, the
SF→NY traffic is measured uniformly by only three monitors (SF,
Kansas City, and NY) instead of five, each with 40 units of traffic
while Denver and Indianapolis are not involved in the measurement
of the SF→NY traffic. This in turn allows the equal splitting of
the LA→Seattle traffic and the Chicago→Atlanta traffic across all
three routers in each of its respective path, which results in all mon-
itors having the same perfectly load-balanced measurement traffic
as 40 units.

It is important to see that the routing path for each OD-pair traf-
fic must overlap, such that the shared monitors can be best utilized
by LEISURE to optimally minimize their maximum measurement
traffic. If the monitors for measuring each OD-pair traffic are dis-
joint, there is no opportunity for LEISURE to globally coordinate
the overall measurement task since it can only balance the moni-
tors for each OD-pair traffic separately. Therefore the performance
of LEISURE in this case degrades as the simple uniform assign-
ments. Next, we are in general interested in finding globally op-
timal load-balancing solutions by using LEISURE under different
network conditions (e.g., topology, traffic demand, routing matrix,
etc), measurement objectives (e.g., minimize maximum workload,
maximize measurement utility, etc), and resource constraints (e.g.,
subset of routers are capable of monitoring, some monitors have
lower capacities, etc).

4. LEISURE FRAMEWORK
We now present a load-balanced optimization framework to cover
network-wide monitoring objectives while respecting router re-
source constraints. ISPs typically specify their network-wide mea-
surement task in terms of OD-pairs. To cover these measurement
assignments, LEISURE needs both the traffic demand and rout-
ing information, which are readily available to network operators
in [15]. In general, LEISURE is a centralized architecture to al-



locate disjoint sets of required-measurement flows in OD-pairs for
each router by given global network-wide information: a) network
topology, monitoring infrastructure deployment, b) traffic demand,
routing matrix and c) measurement requirements and the associated
cost for each measurement task.

The disjoint sets of required-measurement flows for each router in
LEISURE could be implemented by using hash-based packet se-
lection in [8] as CSAMP used, a router-level primitive suggested in
Trajectory Sampling [25]. Trajectory Sampling assigns all routers
in the network a common hash range and each router in the net-
work records the passage for all packets that fall in this com-
mon hash range for applications such as fault diagnosis. In con-
trast, we use hash-based packet selection to assign disjoint hash
ranges across multiple routers to ensure the non-overlapping mea-
surement of traffic among monitors as CSAMP. The implementa-
tion cost of hash-based packet selection in routers could be found
in [8]. Note that both LEISURE and CSAMP use the same hash-
based coordination between monitors to implement disjointed flow-
measurement. However, our disjoint sets of required-measurement
flows for each router are the optimal result which distributes traf-
fic measurement tasks evenly across coordinated routers while in
CSAMP, their disjoint flow sets are derived from the output of
an optimization framework which aims to maximize the flow-
coverage objectives.

The problem formulation builds up from the simplest case in which
we assume: 1) the traffic matrix and routing information for the
network are given exactly and they change infrequently; 2) flows
of each OD-pair follow a single router-level path by OSPF; and
3) there is only one measurement task for every monitor. These
constraints are gradually relaxed in Section 5.

4.1 Basic Model
Let G(V,E) represent our network topology, where V is the set of
routers (monitors) and E is the set of directed links. Each router
Vi (i = 1 . . .M ) has two factors to limit its measurement ability:
memory and bandwidth. We abstract them into a single resource
constraint Cvi (i = 1 . . .M ), the number of flows router Vi can
measure in a given measurement interval.

An OD-pair, ODx, represents a set of flows between the same pair
of ingress/egress routers for which an aggregated routing placement
is given. The set of all |V | × |V − 1| OD-pairs is given by Θ:
ODx, x ∈ Θ. Φx characterizes the traffic demand (IP flows) of
the OD-pair ODx, x ∈ Θ in a given measurement interval (e.g.,
5 minutes). Px represents the given routing strategy (router-level
path) for every OD-pair ODx, x ∈ Θ.

ax denotes the desired coverage fraction of IP flows of ODx that
is required to measure, which is imposed by the network operator.
Therefore the total required measurement traffic (number of flows),
β, introduced to all routers is simply a summation of traffic demand
per OD-pair times ax as β =

∑
x∈Θ Φx × ax.

Let dxi denote the fraction of traffic demand (IP flows) of ODx that
router Vi samples/measures (i.e., dxi = measured flows in Φx

Φx
) while Li de-

notes the total traffic (number of IP flows) that router Vi measures
for all OD-pairs, ODx, x ∈ Θ normalized by β. The summation

of Li for all routers Vi (i = 1 . . .M ) then equals 1. We have:

β =
∑
x∈Θ

Φx × ax (1)

Li =
1

β

∑
x:Vi∈Px

dxi × Φx ∀i (2)

M∑
i=1

Li = 1 (3)

Our decision variable is dxi . The first constraint of dxi is that the
value of dxi is bounded between 0 and 1 as Eq. (4). The second
constraint is that the summation of dxi along the path Pi for each
OD-pair ODx, x ∈ Θ is ax, as Eq. (5). If router Vi is not in
the routing path Px of OD-pair ODx, x ∈ Θ (Vi /∈ Px), dxi is
inherently 0. The third constraint is that the measured fraction of
β for each monitor Vi should not exceed its measurement ability
(resource constraint) Cvi as Eq. (6). Notations are also summarized
in Table I.

0 ≤ dxi ≤ 1 ∀x, i (4)∑
i:Vi∈Px

dxi = ax ∀x ∈ Θ (5)

∑
x:Vi∈Px

dxi × Φx ≤ Cvi ∀i (6)

4.2 Problem Formulation
We define our load-balancing objective in abstract form α, which
can be any term as long as it captures load-balancing performance
(i.e., identical workload for all monitors). The overall optimization
objective of LEISURE is to minimize α that each router operates
within its resource constraint by given parameter ax, the required
fractional coverage per OD-pair imposed by the network operator.
In this section, we formulate and study three different optimization
problems that correspond to three different load-balancing objec-
tive α: min-VAR, min-MAX and min-VAR-given-MAX.

4.2.1 Minimize Variance Problem (min-VAR)
In this problem, we denote α as the variance of Li across all partic-
ipating routers1. The intuition is that with more even workload Li

for all routers, the variance is smaller (e.g., variance=0 stands for
ideal load-balancing objective where Li = 1

M
for all M routers).

We have:

α = V AR(Li) =

M∑
i=1

(Li − L̄)2

M
(7)

L̄ =
1

M

M∑
i=1

Li =
1

M
· 1 (8)

1We use “population variance" instead of “sample variance" as our
objective function since we already know the number of monitors
m.



Table 1: Notations
Notation Description
ODx represent a set of flows between the same pair of ingress/egress routers
Θ the set of all |V | × |V − 1| OD-pairs: ODx, x ∈ Θ
Φx characterizes the traffic demand (IP flows) of OD-pair ODx, x ∈ Θ
Px represents the given routing strategy for OD-pair ODx, x ∈ Θ
ax the fraction of Φx (IP flows) of ODx that is required to measure
dxi the fraction of Φx (IP flows) of ODx that router Vi measures
β the total required measurement traffic (number of IP flows)
Li the total traffic (number of IP flows) that Vi measured normalized by β
α load-balancing objective

Table 2: dxi for each approach with the toy example shown in Fig. 1
d13 d14 d15 d16 d17 d21 d24 d28 d32 d36 d39 MAX(Li) V AR(Li) # of monitors Decision

LB(ingress) 1 0 0 0 0 0 0 1 1 0 0 120/360 0.025 3 local
LB(egress) 0 0 0 0 1 1 0 0 0 0 1 120/360 0.025 3 local
LB(uniform) 1/5 1/5 1/5 1/5 1/5 1/3 1/3 1/3 1/3 1/3 1/3 64/360 0.00167 9 local
LB(weighted) 1/4 1/8 1/4 1/8 1/4 2/5 1/5 2/5 2/5 1/5 2/5 48/360 0.000484 9 global
LB(optimal) 1/3 0 1/3 0 1/3 1/3 1/3 1/3 1/3 1/3 1/3 40/360 0 9 global

This optimization problem is formulated as:

minimize α=V AR(Li)

subject to
1

β

∑
x:Vi∈Px

dxi × Φi = Li ∀i (9)

∑
i:Vi∈Px

dxi = ax ∀x ∈ Θ (10)

∑
x:Vi∈Px

dxi × Φx ≤ Cvi ∀i (11)

0 ≤ dxi ≤ 1 ∀x, i (12)

4.2.2 Minimize Maximum Problem (min-MAX)
In this problem, we denote α as the maximum value of Li across
all routers:

α = MAX(Li) i = 1 . . .M (13)

The intuition is that when LEISURE keeps minimizing the max-
imum value of Li for all monitors by adjusting decision vari-
ables dxi , other smaller Li will increase, eventually they will reach
some equilibrium state that no more adjustments it can do to lower
the MAX(Li) without increasing other Li above MAX(Li).
The problem formulation shares the same constraints as min-VAR
problem, Eq.(9-12), except that the objective function is different:
minimize α = MAX(Li), i = 1 . . .M .

4.2.3 Minimize Variance with Max-Constraint Prob-
lem (min-VAR-given-MAX)

This problem involves two phases. In the first step, we for-
mulate the min-MAX problem given in Section 4.2.2 to find the
minimum achievable maximum value Lmax (Lmax= minimized
MAX(Li), i = 1 . . .M ) for all routers to cover the total required-
measurement IP flows, β. Then we seek for any opportunity to fur-
ther re-distribute the measurement task (workload) evenly within
this constraint. Therefore in the second step, we introduce addi-
tional constraints to the min-VAR problem given in Section 4.2.1 to

limit the Li for each router Vi to be at most Lmax. We then min-
imize the variance of Li across all routers. Specifically, we only
need to introduce the following constraint to the min-VAR problem:

Li =
1

β

∑
x:Vi∈Px

dxi × Φx ≤ Lmax ∀i (14)

Therefore the min-VAR-given-MAX problem actually combines the
min-VAR and min-MAX problems.

4.3 Optimal/Heuristic Solutions
We seek for the optimal dxi assignments for the above three prob-
lems. There is a variety of optimization tools that we can lever-
age. Specifically, the optimal solutions can be found by using a
Quadratic Programming (QP) formulation for the min-VAR prob-
lem and a Linear Programming (LP) formulation for the min-MAX
problem. The combined problem, min-VAR-given-MAX, can be
solved in a two-phase manner by using LP first and QP follows. We
refer these three optimal solutions of LEISURE as LB(min-VAR),
LB(min-MAX), and LB(min-VAR-given-MAX), respectively.

Besides the optimal solutions, we introduce one simple heuristic
method called LB(weighted) under the assumption that routers can
always fulfill assigned measured tasks (e.g., no resource constraints
for all routers in Eq. (6)). LB(weighted) calculates dxi in inverse-
proportion to the total required-measurement traffic amount (IP
flows) passing through router Vi. The rationale behind it is that
routers with larger required-measurement IP flows passing through
should be assigned with less IP flows to measure in order to achieve
load-balancing objective. Let βi denote the total required measure-
ment traffic passing through router Vi, which can be calculated us-
ing Eq. (15). The dxi assignment for LB(weighted) is formulated



as:

βi =
∑

x:Vi∈Px

Φx · ax ∀i ∈ V (15)

dxi =

1
βi∑

i:Vi∈Px

1

βi

× ax ∀x, i (16)

Although LB(weighted) does not necessarily lead to the optimal
solution, its computation time is very fast comapred to the time re-
quired to solve QP or LP optimization problems for LB(min-VAR),
LB(min-MAX), and LB(min-VAR-given-MAX). In Section 6, we
compare their load-balacning performances also with the following
three simple naive strategies:

1. LB(ingress): the required measurement traffic Φx · ax for
each OD-pair ODx, x ∈ Θ is only measured at ingress
routers.

2. LB(egress): the required measurement traffic Φx · ax for
each OD-pair ODx, x ∈ Θ is only measured only at egress
routers.

3. LB(uniform): the required measurement traffic Φx · ax for
each OD-pair ODx, x ∈ Θ is measured evenly across the
routers on its routing path Px.

Table 2 summarizes the corresponding dxi for each approach with
the toy example presented in Fig. 1. In this example, LB(min-
VAR), LB(min-MAX), and LB(min-VAR-given-MAX) all have
the same optimal load-balancing performance (i.e., MAX(Li) =
40
360

and V AR(Li) = 0), which we denote as LB(optimal).
In comparison, LB(ingress) and LB(egress) have poorest load-
balancing performance but with least number of deployed moni-
tors. LB(uniform) outperforms them but needs more monitors (e.g.,
9 instead of 3 monitors in our toy example). LB(weighted) and
LB(optimal) which consider global required measurement traffic
can have better load-balancing performance compared to the lo-
cal approaches (e.g., LB(ingress), LB(egress) and LB(uniform)),
where LB(optimal) has the optimal load-balancing performance but
needs much more computation time.

5. EXTENSIONS
In this section, we extend previous formulations to cover some
practical scenarios, including 1) only a subset of routers are de-
ployed with monitors; 2) traffic from each OD-pair follows multi-
ple paths (e.g., ECMP: equal cost multiple path); and 3) multiple
measurement tasks with different measurement costs and impor-
tance factors.

5.1 Measurement with Limited Monitors
In practice, not every router is capable of measurement. Suppose
K out of the M routers are deployed with monitors and have mea-
surement capability. We assume each OD-pair ODx, x ∈ Θ has
at least one router on its routing path Px which is capable of mea-
surement to fulfill the measurement tasks imposed by the network
operator.

Our formulation includes two scenarios. In the first case, we as-
sume that the K monitors have been deployed and fixed. Our
goal is to distribute required measurement tasks to these limited
K routers. It can be simply solved by changing the routing index

Px. We exclude router Vi from Px if it is unable to measure as
P ∗
x = Px − {Vi} for all OD-pair ODx, x ∈ Θ. Variance cal-

culation should also be modified since we now have K monitors
instead of M . Other formulations remain the same except that Px

are replaced by P ∗
x in all constraints.

P ∗
x = Px − {Vi}, if Vi is unable to measure (17)

V AR(Li) =

K∑
i=1

(Li − L̄)2

K
(18)

L̄ =
1

K

K∑
i=1

Li =
1

K
(19)

In the second case, the location of K monitors have not been de-
cided and they are flexible to be deployed in any router. This prob-
lem includes not only the distribution of measurement tasks, but
also the placement of monitors. To solve this problem, we intro-
duce additional decision variables ui, where ui = 1 if router Vi

is selected to deploy a monitor, and ui = 0 otherwise. The sum-
mation of ui is therefore K. We assume every monitor has identi-
cal limited measurement ability (resource constraint) as Cm. The
problem is formulated below with load-balancing objective as ei-
ther α = MAX(Li) or α = V AR(Li) by substituting Eq. (18).
Note that it is no longer an LP/QP problem since ui, i ∈ V are
Boolean variables.

minimize α

subject to
1

β

∑
x:Vi∈Px

dxi × Φx × ui = Li ∀i (20)

∑
i:Vi∈Px

dxi × ui = ax ∀x ∈ Θ (21)

∑
x:Vi∈Px

dxi × Φx × ui ≤ Cm ∀i (22)

M∑
i=1

ui = K (23)

0 ≤ dxi ≤ 1 ∀x, i (24)
ui ∈{0, 1} ∀i (25)

5.2 Multi-Path Routing
All the sections above have assumed single-path routing (e.g.,
OSPF). In this section, we extend our work to support “load-
balancing" of measurement tasks in the case of multi-path routing
(e.g., ECMP). Since ECMP enables routers to make forwarding de-
cisions on a per IP-flow basis rather than on a per-packet basis,
packets for a single flow will still follow one path.

Our formulation treats each of the different paths as a distinct vir-
tual OD-pair with different portions of the origin traffic demand.
Suppose each OD-pair ODx, x ∈ Θ has Nx routing paths, denoted
as Pxh (h = 1 . . . Nx) with total traffic demand Φx. We create
virtual OD-pairs ODxh for each path Pxh (h = 1 . . . Nx) of OD-
pair ODx, x ∈ Θ with traffic demand Φxh where

∑Nx
h=1 Φxh =

Φx,∀x. We also let axh denote the given fraction of Φxh that is
required to be measured for each virtual OD-pair ODxh where∑Nx

h=1 axh = ax,∀x. dxhi denotes the fraction of Φxh that router
Vi measures for each virtual OD-pair ODxh. The problem can be
formulated below. In this formulation, dxhi are the decision vari-
ables. Li and axh can in turn be calculated as functions of dxhi . α



can still be defined according to different optimization criteria.

minimize α

subject to∑
x∈Θ

Nx∑
h=1

Φxh × axh = β (26)

1

β

∑
x:Vi∈Pxh

Nx∑
h=1

dxhi × Φxh = Li ∀i (27)

∑
i:Vi∈Pxh

dxhi = axh ∀h, x (28)

∑
x:Vi∈Pxh

Nx∑
h=1

dxhi × Φxh ≤ Cvi ∀i (29)

0 ≤ dxhi ≤ 1 ∀h, x, i (30)

5.3 Measurement with Multiple Tasks
Until now, we have assumed a single measurement task/function
with identical unit cost at every router. In practice, traffic mea-
surement may involve multiple tasks with different measurement
cost factors (e.g., DPI is much more resource-intensive than say
counting). It is important that we evenly distribute measurement
tasks to monitors in this setting. Meanwhile, in some fringe cases,
different measurements might compete for limited resources. It is
also important to study how they cooperate to achieve better global
measurement.

Therefore we have two optimization objectives: 1) minimize the
maximum value of Li for all routers (i = 1 . . .M ) from load-
balancing perspective; 2) maximize the aggregated measurement
utility across all measurement tasks. This joint optimization prob-
lem involves two phases. In the first step, we use the min-MAX
problem formulation given in Section 4.2.2 to find the minimum
achievable maximum value Lmax to fulfill every requested mea-
surement task for all routers by temporarily ignoring routers’ mea-
surement capabilities (resource constraints). In the second step, we
introduce θi to reflect the resource constraints for all routers by lim-
iting their Li to not exceed θi × Lmax as Li ≤ θi × Lmax, i =
1 . . .M where 0 ≤ θi ≤ 1. The more severe the resource con-
straint is (i.e., with smaller CVi ), the lower the θi will be while
θi = 1 means no resource constraint for router Vi. We then max-
imize the measurement utility for all tasks under limited resource
constraints and load-balancing conditions.

We assume there are in total ζ measurement tasks. Each task, de-
noted as t (t = 1 . . . ζ), is characterized by its measurement cost
Ct. Let axt denote the given fraction of Φx that is required to be
measured for each measurement task t (t = 1 . . . ζ) per OD-pair
ODx, x ∈ Θ. We assume single path routing for every OD-pair
x ∈ Θ and all routers are capable of processing every measure-
ment task. Our first optimization problem is to evenly distribute the
measurement tasks/costs across all routers where the measurement
capabilities (resource constraints) of all routers are temporarily ig-
nored. We choose the load-balancing objective as α =MAX(Li)

and the problem is formulated below.

minimize α =MAX(Li)
subject to∑

x∈Θ

Φx ×
ζ∑

t=1

axt × Ct = β (31)

1

β

∑
x:Vi∈Px

Φx ×
ζ∑

t=1

dxti × Ct = Li ∀i (32)

∑
i:Vi∈Px

dxti = axt ∀x, t (33)

0 ≤ dxti ≤ 1 ∀x, t, i (34)

After the optimal minimum achievable maximum workload Lmax

is found for every router (with no resource constraint) to cover all
measurement tasks (Lmax= minimized MAX(Li), i = 1 . . .M ),
we next consider that routers have their own resource constraint
CVi which may make their Li < Lmax and fail partial mea-
surement tasks. Let θi denote the fraction of Lmax to reflect
the resource constraint CVi for router Vi (i = 1 . . .M ) as θi =

min(
CVi

Lmax·β , 1) where 0 ≤ θi ≤ 1 2 We introduce a new con-
straint for all routers to bound their Li by θi × Lmax as3:

Li ≤ θi × Lmax ∀i (35)

Under this constraint, we study how different measurement tasks
are assigned with proper portion of resources such that the overall
measurement utility is maximized. Let It denote the importance
factor for each measurement task t (t = 1 . . . ζ) and G denote the
ideal aggregated measurement utility weighted by It for all mea-
surement tasks without considering resource constraints at routers,
G =

∑
x∈Θ Φx ×

∑ζ
t=1. Gi denotes the total measurement util-

ity that router Vi gets for all measurement tasks normalized by G,
Gi =

1
G

∑
x:Vi∈Px

Φx ×
∑ζ

t=1 d
xt
i × It. The optimization prob-

lem can be formulated as follows, with dxti as the decision vari-
ables:

maximize
M∑
i=1

Gi

subject to∑
x∈Θ

Φx ×
ζ∑

t=1

axt × Ct = β (36)

1

β

∑
x:Vi∈Px

Φx ×
ζ∑

t=1

dxti × Ct = Li ∀i (37)

θi × Lmax ≥ Li ∀i (38)∑
i:Vi∈Px

dxti ≤ axt ∀x, t (39)

0 ≤ dxti ≤ 1 ∀x, t, i (40)

2θi=1 implied that there is no resource constraint on router Vi since
the traffic amount it measured is less than its resource constraint:
Li × β ≤ Lmax × β ≤ CVi .
3By substituting θi=min(

CVi
Lmax·β , 1) with Eq. 32 into Eq. 35, the

traffic amount,
∑

x:Vi∈Px
Φx ×

∑ζ
t=1 d

xt
i × Ct, that router Vi

measured is always less than its resource constraint (CVi ).



The value of normalized objective function,
∑M

i=1 Gi, is always
in the range as 0 <

∑M
i=1 Gi ≤ 1. For the case when θi=1 ∀i,∑M

i=1 Gi = 1 which means all the required measurement tasks can
be satisfied (

∑
i:Vi∈Px

dxti =axt ∀x, t) and the aggregated measure-
ment utility is maximum since there is no resource constraints on
all routers. However, with the resource constraints (θi decreases),
only a subset of measurement tasks can be fulfilled, and the goal
of the above formulation is to maximize the global measurement
utility and maintain the load-balancing conditions simultaneously.

6. PERFORMANCE EVALUATION
We evaluated the performance of LEISURE with three optimal so-
lutions for different load-balancing objectives (i.e., LB(min-VAR),
LB(min-MAX) and LB(min-VAR-given-MAX)) in various realis-
tic scenarios on two separate real, large point-of-presence(PoP)-
level backbone networks: Abilene [9] and GEANT [10]. We also
compare them with several simple heuristic approaches, namely
LB(ingress), LB(egress), LB(uniform), and LB(weighted). Our
starting point is to conduct a preliminary evaluation on the basic
model in Section 6.2 based on three assumptions: (1) all routers
are equipped with monitors that are capable of performing the mea-
surement task, (2) traffic from each OD-pair has a single router-
level path by OSPF and (3) there is only one measurement task. We
relax these assumptions in Section 6.3 and Section 6.4 to show our
load-balancing ability. Section 6.5 presents our load-balancing and
measurement utility maximizing results for the scenario of multiple
measurement tasks with different cost and importance factors.

6.1 Experimental Setup
We use two real datasets from the Abilene [9] and GEANT net-
works [10], both of which have been studied and discussed in the
research literature. Their data sets are publicly available, including
network topology, routing information. Based on these available
data sets, we implemented a flow-based trace-driven simulation to
conduct our evaluations. For both networks, we use the real traffic
matrices provided by a third party [26]. The traffic matrix data sets
for the Abilene network are available at [27], and the traffic matrix
data sets of the GEANT network are available at [28].

Abilene: A public academic network in the U.S. with 11 nodes
interconnected by OC192, 10 Gbits/s links. The traces we use were
collected from April 22-26, 2004. The routers in ATLA, CHIN,
DENV, HSTN, IPLS, KSCY, LOSA, NYCM, SNVA, STTL and
WASH are denoted as R0, R1, · · · , R10 respectively.

GEANT: It connects a variety of European research and educa-
tion networks. Our experiments were based on the December 2004
snapshot available at [29], which consists of 23 nodes and 74 links
varied from 155 Mbits/s to 10 Gbits/s. The traces we use were
collected from April 11-15, 2004.

The traffic matrix we use consists of demands for every OD-pair
within a certain time interval (5 mins for Abilene and 15 mins for
GEANT). We construct OD-pairs by considering all possible pairs
of PoPs and calculate their shortest-path routes. In brief, these traf-
fic matrices are derived from flow information collected at key lo-
cations of the network, and is transformed into the demand rate for
each OD-pair based on the control plane information.

In the following sections, we assume our target is to measure all
traffic (i.e., ax = 1, ∀x ∈ Θ). Therefore the workload Li for
router Ri (i = 1 . . .M ) is defined as the traffic amount that router

Ri measured normalized by the total traffic demand. Theoretically,
the ideal load-balancing workload Li for M monitors is 1

M
. How-

ever, it might be unachievable due to routing limitations from TE
or resource constraints on monitors.

6.2 Basic Load-Balancing Comparison
In this section, we compare the load-balancing performance of
all approaches on two assumptions (ubiquitous monitors and sin-
gle path routing). The load-balancing performance are compared
mainly with respect to two metrics: (1) the maximum value of each
monitor’s measurement workload in the entire network, namely
MAX(Li), and (2) the variance of workloads across all monitors,
namely VAR(Li).

Table 3 compares MAX(Li) of all monitors for different ap-
proaches. For GEANT, our optimal load-balancing solutions can
reduce MAX(Li) by a factor of 4.75X(= 28.79%

6.06%
) when compared

to the naive approach of LB(ingress) and 2.27X(= 13.73%
6.06%

) when
compared to LB(uniform). Similar gains can be seen in the results
for Abilene as well. Fig. 2 plots in more details the Li values of 11
monitors and 23 monitors for different load-balancing approaches
in Abilene and GEANT networks respectively.

Another relative performance measure is to see how close the maxi-
mum workloads are in comparison to the ideal load-balancing case
of L̄ = 1

M
, as given by Eq.(8). For Abilene and GEANT, the

ideal L̄ is 9.09%(= 1
11

) and 4.35%(= 1
23

), respectively. However,
the MAX(Li) of LB(ingress) for Abilene and GEANT are 19.16%
and 28.79%, respectively, which are 2.11X and 6.62X worse than
the ideal case. For simple heuristic approaches, they still have
large MAX(Li) values compared to the ideal case: e.g., 21.67%
(2.3X worse) for LB(uniform) in Abilene and 10.67% (2.4X worse)
for LB(weighted) in GEANT. On the other hand, our three opti-
mal load-balancing solutions presented in Fig. 3 and Table 3 per-
form very close to the theoretical ideal case: 9.45%, 10.11%, and
9.45% for LB(min-VAR), LB(min-MAX), and LB(min-VAR given
MAX), respectively, as compared to the ideal case of 9.09% for
Abilene. Similarly, our three optimal solutions are 6.06%, 6.15%,
and 6.06%, respectively, as compared to the ideal case of 4.35% for
GEANT.

Table 4 compares VAR(Li) across all monitors for different ap-
proaches. For Abilene, our optimal load-balancing solutions can
reduce VAR(Li) by a factor of 70X(= 0.007366

0.000105
) when compared to

the naive approach of LB(egress), and over 30X(= 0.003158
0.000105

) when
compared to LB(uniform). Similar improvements in variance can
be seen for GEANT as well.

To better understand why our optimal solutions can achieve more
evenly distributed measurement load, we use traffic from only five
OD-pairs in Abilene4 to show the detailed load assignment in Fig. 3
(WAS-DNV, NYC-HST, DNV-IPL, CHI-LOS and ATL-STT with
66.5 MB, 44.9 MB, 44.6 MB, 19.8 MB and 11.7 MB, respectively).
In Fig. 3(a), although LB(uniform) distributes each OD-pair traffic
to all monitors in the path uniformly (e.g., WAS-DNV with 6 moni-
tors), the aggregated workload for overall measurement task in each
monitor is still unbalanced (e.g., Li for all routers Ri (i = 1 . . . 10)
are distributed between 1% to 17%). LB(weighted) in Fig. 3(b) im-
proves the load-balancing performance due to the global view it has
but still load-balanced poorly (e.g., Li distributed between 4% to

4The notations of these OD-pairs and their routing information
could be found in [9], [27].
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(d) Optimal Approaches in GEANT

Figure 2: Measurement load distribution for different approaches in Abilene and GEANT

Table 3: Comparisons on Maximum value of Li

Naive Approaches Heuristic Approaches Optimal Load-Balancing
Network ingress egress uniform weighted min-VAR min-MAX min-VAR given MAX
Abilene 19.16% 29.59% 21.67% 12.12% 9.45% 10.11% 9.45%
GEANT 28.79% 13.19% 13.73% 10.67% 6.06% 6.15% 6.06%

Table 4: Comparisons on Variance of Li

Naive Approaches Heuristic Approaches Optimal Load-Balancing
Network ingress egress uniform weighted min-VAR min-MAX min-VAR given MAX
Abilene 0.004107 0.007366 0.003158 0.000602 0.000105 0.000131 0.000105
GEANT 0.003978 0.001626 0.001594 0.000662 0.000378 0.000495 0.000378
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(c) LB(Min-MAX)
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(d) LB(Min-VAR given MAX)

Figure 3: Detailed Abilene results for five OD-pairs. Optimal solutions allow nodes to be excluded from measurement if they are
already overloaded.
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(b) With Multiple Paths per OD-pair

Figure 4: Measurement load distribution for different Approaches within different assumptions in Abilene.

14%). In contrast, the optimal solutions can achieve much better
load-balancing performance (e.g., Li distributed between 5.5% to
10.5%) by excluding some monitors from measuring certain OD-
pair traffic (e.g., R4 and R5 do not measure traffic for WAS-DNV
OD-pair in Fig. 3(d)).

6.3 Limited Measurement Monitors
In this section, we relax our first assumption to the case that
only a fraction of routers have measurement capability. We ex-
clude monitors deployed in R0, R5, R7 and R8 from measure-
ment in Abilene and distribute the measurement task to the re-
maining 7 monitors5. We omit naive approaches and focus on
heuristic and optimal approaches in Fig. 4(a). Compared with
ubiquitous case in Fig. 2(a), the ideal load-balancing workload is
increased from 9.09% to 14.29%. For LB(min-VAR), LB(min-
MAX) and LB(min-VAR given MAX), the MAX(Li) is only in-
creased from 9.67% to 17.61%. However, for heuristic approaches,
MAX(Li) increased from 12.12% to 23.33% for LB(weighted),
and 21.67% to 35.86% for LB(uniform). In contrast, we observe
that our proposed optimal solutions only increased 7.94% workload
for MAX(Li), which are close to 5.2% for the theoretical ideal case
and are much better than 11.21% for LB(weighted) and 14.19% for
LB(uniform).

6.4 Multiple Paths per OD-pair
Here we relax our second assumption to allow multi-path routing
(e.g,. ECMP) for each OD-pair in Abilene network. In Fig. 4(b),
our proposed optimal solutions and heuristic approaches all have
better load-balancing performance when applied in multi-path rout-
ing case compared to the single path routing. The rationale be-
hind this is that with more overlaps in monitors/paths, LEISURE
has more freedom (e.g., dxhi in Eq. (30)) to optimally load-balance
the workloads across the participating monitors. The VAR(Li) in
multi-path case for LB(min-VAR), LB(min-MAX) and LB(min-
VAR-given-MAX) is 0.0000917, 0.0000982 and 0.0000917, re-
spectively while in the single path case is 0.000105, 0.000131 and
0.000105 in Fig. 2(b).

6.5 Multiple Measurement Tasks
In this section, we examine our two-phase solution to the formu-
lated joint optimization problem described in Section 5.3. Assume
we have two measurement tasks with cost factor ratio C1:C2 and
5The reason to choose those 4 excluded routers is to maintain the
fact that at least one capable monitor in each OD-pair’s route to
fulfill the measurement tasks imposed by the network operator.
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Figure 5: Two measurement tasks with different cost ratio and
fixed importance ratio as 1:10.

importance factor ratio I1:I2. Let θ reflect the identical resource
constraint Cm for all routers Vi (i = 1 . . .M ) and represented as
the fraction of Lmax, the maximum workload routers can achieve
derived from Eq. (31) to (34) where 0 ≤ θ ≤ 1. Fig. 5 presents
the result of our normalized measurement utility under different
setup of C1:C2 (e.g., from 100:1 to 1:100) and fixed I1:I2=1:10 by
changing resource constraint θ from 100% to 0%. Note that without
resource constraint (i.e., θ = 100%), the normalized measurement
utility LEISURE can achieve is always 1.0 (cover all measurement
tasks).

As observed, if C1:C2 is directly proportional to I1:I2, the mea-
surement utility decreases linearly when the resource constraint
becomes severe (e.g., lower θ). On the other hand, if C1:C2 is
inversely proportional to I1:I2, the measurement utility will not
drop significantly until θ is extremely low (e.g., C1:C2=100:1 with
I1:I2=1:10). This is because the optimal solution for Eq. (36) to
(39) will let monitors always first fulfill the measurement request
from the task with lower cost and higher importance. The other ob-
servation is that when C1:C2=1:1 and I1:I2=1:10, LEISURE can
still remain 90% of the measurement utility as in ideal case (i.e.,
without resource constraint) by using only half of the routers’ re-
sources (e.g., θ drops to 50%(=1/(1+1))). These results suggest that
our framework can intelligently distribute measurement tasks for
better load-balancing under resource constraints, while the overall
measurement utility can still be preserved at a high level.

7. CONCLUSION



In this paper, we proposed an optimization framework for load-
balancing network-wide traffic measurements across coordinated
monitors in the network. This is an important problem because
individual monitors are not capable of accomplishing the measure-
ment tasks for all applications of interest due to its resource con-
straint, particularly resource-intensive measurement tasks such as
those requiring deep packet inspection. Further, to uncover global
network behavior, there is an inherent need to coordinate measure-
ments among monitors distributed across the networks since the
visibility of each monitor is only limited to the traffic that passes
through it. Therefore, these distributed monitors can be coordinated
for both coverage and optimized resource utilization. Based on our
simulation measurement studies using the Abilene and GEANT
networks, we found that our load-balancing optimization frame-
work LEISURE can achieve up to 4.75X smaller maximum mea-
surement workload and 70X smaller variance in workloads across
all coordinated monitors. The distributed LEISURE algorithm for
load balancing problem is deferred as our future work.
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