
SENSOR PLACEMENT FOR MAXIMIZING LIFETIME PER UNIT COST
IN WIRELESS SENSOR NETWORKS

Yunxia Chen, Chen-Nee Chuah, and Qing Zhao
Department of Electrical and Computer Engineering

University of California, Davis, CA

ABSTRACT

Lifetime per unit cost, defined as the network lifetime
divided by the number of sensors deployed in the network,
can be used to measure the utilization efficiency of sensors
in a wireless sensor network (WSN). Analyzing the lifetime
per unit cost of a linear WSN, we find that deploying either
an extremely large or an extremely small number of sensors
is inefficient in terms of lifetime per unit cost. We thus
seek answers to the following questions: how many sensors
should be deployed and how to deploy them to maximize
the lifetime per unit cost. Numerical and simulation results
are provided to study the optimal sensor placement and the
optimal number of deployed sensors.

I. INTRODUCTION

Wireless sensor networks (WSNs) have captured great
attention recently due to their enormous potential for both
commercial and military applications. A WSN consists of
a large number of low-cost, low-power, energy-constrained
sensors with limited computation and communication ca-
pability. Sensors are responsible for monitoring certain
phenomenon within their sensing ranges and reporting to
gateway nodes where the end-user can access the data.

In WSNs, sensors can be deployed either randomly or
deterministically [1]. Generally, fewer sensors are required
to perform the same task in a deterministic deployment
than a random deployment. Research efforts have been
made to design optimal sensor placement schemes under
different performance metrics. For example, Dhillon and
Chakrabarty [2] propose two algorithms to optimize the
sensor placement with a minimum number of sensors for
effective coverage and surveillance purposes under the
constraint of probabilistic sensor detections and terrain
properties. Ganesanet. al. [3] jointly optimize the sen-
sor placement and the transmission structure in a one-
dimensional data-gathering WSN. Their approach is aimed
at minimizing the total power consumption under distortion
constraints. Kar and Banerjee [4] address the optimal
sensor placement to ensure connected coverage in WSNs.
Sensor placement schemes that maximize network lifetime

have also been addressed for different WSNs. For example,
Dasguptaet. al. [5] propose an algorithm to find the
optimal placement and role assignment to maximize the
lifetime of a WSN which consists of two types of nodes:
sensor nodes and relay nodes. Houet. al. [6] address the
energy provisioning and relay node placement in a two-
tiered WSN. In [7], the placement of the gateway node is
studied to maximize the lifetime of a two-tiered WSN. In
[8], a greedy sensor placement that minimizes and balances
the average energy consumption of each sensor is proposed
to maximize the lifetime of a linear WSN.

While many published papers focus on optimizing sensor
placement for lifetime maximization, this paper aims at
maximizing the utilization efficiency of sensors in an event-
driven linear WSN. In most WSNs, the network lifetime
increases with the number of deployed sensors, but the rate
of increasing diminishes. We propose a new performance
metric, called lifetime per unit cost, to measure the uti-
lization efficiency of sensors. We define the lifetime per
unit cost as the network lifetime divided by the number
of deployed sensors. We find that deploying either an
extremely large or an extremely small number of sensors
leads to low lifetime per unit cost. We are thus motivated
to optimize both the number of sensors and their placement
for maximizing the lifetime per unit cost. Our approach is
carried out in two steps. First, we apply a greedy strategy
to optimize the sensor placement. Second, we propose a
numerical approximation to determine the optimal number
N∗ of sensors. We find that sensors should be placed
more uniformly as their sensing range or the path loss
exponent increases, and more sensors should be deployed
as the event arrival rate increases or the sensing power
consumption decreases.

II. NETWORK MODEL AND LIFETIME DEFINITION

Consider an event-driven linear WSN withN sensors,
each powered by a non-rechargeable battery with initial
energy E0. Sensors are responsible for monitoring the
event of interest and reporting it to the gateway node
where the end-user can access. Due to the power limit and
hardware constraint, every sensor has a sensing range of
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R km and a communication range of2R km. Sensors are
placed in sequence along a straight line of lengthL km
with the gateway node at the left end (see Fig. 1). Letsi

denote thei-th sensor in the network wheres1 is closest
to the gateway node andsN is the furthest, anddi the
distance between adjacent sensorssi and si−1. To ensure
the coverage of the network, a sensor placement{di}

N
i=1

should satisfy the following constraint:

0 <d1 ≤ R, (1a)

0 <di ≤ 2R, for 2 ≤ i ≤ N − 1, (1b)

0 <L −
N

∑

j=1

dj < R. (1c)

A1 ANgateway
node s1 s2 sN−1 sN

L

monitoring boundary

d1 d2 dN

Fig. 1. A linear WSN.

When an event of interest occurs, the sensor that is
closest to the event will initiate the reporting process
by generating an equal-sized packet and sending it to
its nearest left neighbor. It is equivalent to allowing the
sensor with the strongest sensed signal to report since the
strength of the sensed signal decreases with the sensing
distance. Opportunistic carrier sensing [9], [10] can thus
be employed to determine which sensor should report.
Specifically, each sensor that detects the event maps the
strength of its sensed signal to a backoff time based on a
predetermined strictly decreasing function and then listens
to the channel. Sensor will transmit with its chosen backoff
delay if and only if no one transmits before its backoff
time expires. When the propagation delay is negligible,
the sensor with the strongest sensed signal and hence
closest to the event will initiate the reporting process. As
a concequence, sensorsi is responsible for reporting the
event that occurs in its Voronoi cell with sizeAi given by
(see Fig. 1)

Ai =



































d1 +
d2

2
, i = 1,

di + di+1

2
, 2 ≤ i ≤ N − 1,

L −
N−1
∑

j=1

dj −
dN

2
, i = N.

(2)

The reporting packet is then relayed sequentially to the

gateway node. For example, the packet fromsi will be
relayed via si−1, si−2, . . . , s1 to the gateway node. We
assume that the event arrival process is Poisson distributed
with meanλ and the location of the event is uniformly dis-
tributed in the desired coverage area[0, L] of the network.

Let Ẽ denote the energy required to transmit one report-
ing packet over the distance of1 km. The energy consumed
to transmit one packet over a distance ofd km can be
modelled as

Etx(d) = Etc + Ẽdγ (3)

where Etc is the energy consumed in the transmitter
circuitry and2 ≤ γ ≤ 4 is the path loss exponent. Notice
that the transmission energy consumptionEtx(d) increases
super-linearly with the transmitting distanced. Let Ps

denote the sensing power consumption of each sensor and
Erx the energy consumed to receive one packet.

For our network setting, we define the network lifetime
as the amount of time until any sensor runs out of energy
[8], which is equivalent to the minimum lifetime of the
sensors,i.e.,

E[L] = E[min
i

(Li)] (4)

whereLi is the lifetime ofsi.

III. LIFETIME PER UNIT COST ANALYSIS

To measure the utilization efficiency of sensors, we
define the lifetime per unit costη as the network lifetime
L divided by the number of deployed sensorsN , i.e.,

η =
E[L]

N
. (5)

Lifetime per unit cost shows the rate at which the network
lifetime L increases with the numberN of sensors. In this
section, we derive the lifetime per unit cost of the linear
WSN and analyze its asymptotic behavior.

In [11], a general formula has been derived for the
lifetime of any WSN, which holds independently of the
underlying network model and the definition of network
lifetime. Applying this lifetime formula to our network
setting, we obtain the lifetime per unit cost as:

η =
E0 −

1
N

E[Ew]

NPs + λE[Er]
, (6)

where E[Ew] is the expected wasted energy (the unused
energy of sensors when the network dies) over the whole
network andE[Er] is the expected reporting energy (the
energy consumed over the whole network to report an
event) in a randomly chosen reporting process, which can
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be obtained as (see Appendix A):

E[Er] =
Etc + Erx

L

N
∑

i=1

iAi − Erx

+
Ẽ

L

N
∑

i=1





N
∑

j=i

Aj



 d
γ
i .

(7)

Equation (6) shows that the lifetime per unit costη depends
on not only the energy model of the network, the event
arrival rateλ, and the sensing power consumptionPs, but
also the numberN of deployed sensors and the sensor
placement{di}

N
i=1. We aim to seek the answers to the

following questions: how many sensors should be deployed
and how to deploy them to maximize the lifetime per unit
cost.

Noticing thatE[Ew] ≥ 0, we derive an upper bound for
the lifetime per unit cost (6) as

η ≤
E0

NEs + λE[Er]
. (8)

The upper bound (8) is tight when the wasted energyE[Ew]
in the network is negligible compared to the network initial
energyNE0. From (8), we find that as the numberN of
deployed sensors goes to infinity, the lifetime per unit cost
approaches 0:

lim
N→∞

η = 0. (9)

Hence, deploying an extremely large numberN of sensors
in the network is inefficient in terms of lifetime per unit
cost. On the other hand, careful inspection of (6) reveals
that deploying an extremely small numberN of sensors re-
duces the sensing power consumptionNPs at the expense
of increasing the distancedi between adjacent sensors
which causes more reporting energy consumptionE[Er].
Hence, the numberN of sensors and the sensor placement
{di}

N
i=1 should be carefully chosen for maximizing the

lifetime per unit cost of a WSN.

IV. SENSOR PLACEMENT FOR LIFETIME PER UNIT

COST MAXIMIZATION

In the last section, we have shown that deploying either
an extremely large or an extremely small number of sensors
leads to low lifetime per unit cost. In this section, we
apply a greedy approach to optimize the sensor placement
{di}

N
i=1 and propose a numerical approximation to com-

pute the optimal numberN of sensors for maximizing the
lifetime per unit cost. Our solution can be carried out in
two steps. First, fix the numberN of deployed sensors and
optimize the sensor placement{di}

N
i=1 for network lifetime

maximization. Second, apply the optimal sensor placement
to optimize the numberN∗ of sensors for lifetime per unit
cost maximization.

A. Optimize Sensor Placement

From (6), we find that to maximize the lifetime per unit
cost for a fixed numberN of sensors, the optimal sensor
placement should minimize both the wasted energyE[Ew]
and the reporting energyE[Er]. With this goal in mind, we
apply a greedy strategy [8] which minimizes the reporting
energy consumptionE[Er] over the whole network under
the constraint that the average energy consumptionE[E

(i)
r ]

of each sensor is the same. The greedy sensor placement
can be formulated as

min
{di}N

i=1

E[Er]

subject to:E[E(1)
r ] = . . . = E[E(N)

r ]

and the coverage constraint (1).

(10)

To solve (10), we derive the average energy consumption
E[E

(i)
r ] of si in a randomly selected reporting process as

E[E(i)
r ] =

Etc + Ẽd
γ
i

L

N
∑

j=i

Aj +
Erx

L

N
∑

j=i+1

Aj

=
Etc + Erx + Ẽd

γ
i

L

N
∑

j=i

Aj −
Erx

L
Ai

(11)

Combining (7) and (11) yields the relation betweenE[Er]

andE[E
(i)
r ]:

E[Er] =
N

∑

i=1

E[E(i)
r ]. (12)

With (11) and (12), the greedy sensor placement problem
reduces to a multi-variant non-linear optimization problem,
which can be solved numerically. We find that the greedy
sensor placement{di}

N
i=1 depends on not only the under-

lying energy model but also the sensing regionR and the
pass loss exponentγ. We also notice that for a givenN ,
the greedy sensor placement is independent of the event
arrival rateλ and the sensing power consumptionPs. It,
however, should be mentioned that bothλ and Ps play
important roles in the lifetime per unit cost of the network
and the selection of optimal number of sensors.

B. Optimize the Number of Sensors

With the numerical solution{di}
N
i=1 to (10), we are

ready to optimize the numberN∗ of sensors for maxi-
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mizing the lifetime per unit costη, which is given by

N∗ = arg max
N

E0 −
1
N

E[Ew]

NEs + λE[Er]
. (13)

Unfortunately, the calculation of the average wasted energy
E[Ew] is usually intractable. We thus propose a numerical
approximation to calculate (13) by using the upper bound
(8) of the lifetime per unit cost (6). Since the greedy
sensor placement{di}

N
i=1 is designed to balance the energy

consumption of sensors, the wasted energy of the network
is negligible and (8) is tight. Hence, we can approximate
N∗ as

N∗ ≈ arg max
N

E0

NEs + λE[Er]
(14)

where E[Er] can be readily obtained by substituting the
optimal placement{di}

N
i=1 into (7).

V. NUMERICAL AND SIMULATION EXAMPLES

This section provides some numerical and simulation
examples to study the greedy sensor placement{di}

N
i=1

and the optimal numberN∗ of sensors, and compare the
lifetime per unit costη of the greedy sensor placement and
the uniform sensor placement where sensors are equally-
spaced. In all the figures, we normalize the energy and
power quantities by the energỹE required to transmit one
packet over the distance of1 km. The initial energy of each
sensor isE0 = 20. We assume that the energy consumed to
receive a reporting packet isErx = 1.35 × 10−2, and the
transmitter circuitry energy consumption isEtc = 4.5 ×
10−3 per transmission. The sensing power consumption is
assumed to bePs = 5× 10−3. The network coverage area
is L = 10 km.

Figs. 2 and 3 show the effect of the sensing range
R and the path loss exponentγ on the greedy sensor
placement. Recall that sensors closer to the gateway node
carry more payloads than those further away. To balance
the energy consumption of each sensor (11), we need to
assign shorter relay distance to those sensors that are closer
to the gateway node. As expected, the distancedi between
adjacent sensors increases with the index of sensorsi. We
find that it is always desired to place the last sensorsN as
close to the gateway node as possible in order to reduce
the distance between adjacent sensors and the reporting
energy consumption. Due to the limit of its sensing range,
the last sensor is usually placedL−R km away from the
gateway node. We also find that as the pass loss exponentγ

increases, sensors are placed more uniformly. This agrees
with our expectation that whenγ is large, thed

γ
i term

dominates the energy consumption of each sensorE[E
(i)
r ]
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Fig. 2. Greedy sensor placement for different maximum sensing region.
R = {1, 2, 3} km, γ = 2, N = 15.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

Index of sensor s
i

D
is

ta
nc

e 
be

tw
ee

n 
ad

ja
ce

nt
 s

en
so

rs
 d

i

γ = 2
γ = 4

Fig. 3. Greedy sensor placement for different path loss exponents.
γ = {2, 4}, R = 1 km, N = 15.

(11) and thus a more uniform placement is desired to
balanceE[E

(i)
r ].

Fig. 4 compares the lifetime per unit cost of the greedy
and the uniform sensor placement schemes. Unlike the
network lifetime which increases with the numberN of
sensors [8], the lifetime per unit cost increases whenN

is small and decreases whenN is large. The lifetime per
unit cost diminishes for extremely large or extremely small
number of sensors. Since the network lifetime decreases
with the event arrival rateλ for each N , the lifetime
per unit costη also decreases withλ. The greedy sensor
placement outperforms the uniform placement. We also
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Fig. 4. Average lifetime per unit cost of greedy and uniform sensor
placement schemes.λ = {0.05, 0.08, 0.1}, R = 1 km, γ = 2.

TABLE I

THE OPTIMAL NUMBER N∗ OF SENSORS(13) AND ITS APPROXIMATE

N∗

a (14) FOR DIFFERENT EVENT ARRIVAL RATESλ, Ps = 5 × 10
−3.

λ = 0.05 λ = 0.08 λ = 0.1 λ = 0.2

N∗ 22 26 28 33
N∗

a 19 24 26 33

notice that whenλ is large, the lifetime per unit costη
curves are more flat; however, whenλ is small, theη curves
change widely. This agrees with our expectation that since
λ appears in the denominator ofη (6), η is more sensitive
to smallλ.

To efficiently utilize sensors, we seek the optimal num-
ber N∗ of sensors for maximizing the lifetime per unit
cost and investigate the effect of event arrival ratesλ and
sensing power consumptionPs onN∗. In Tables I-II,N∗ is
obtained via simulation whileN∗

a is obtained numerically
(14). The approximateN∗

a is very close to the simulation
resultN∗. We can see that the optimal number of sensors
increases withλ, but the rate of increasing diminishes.
As Ps increases, the optimal number of sensors decreases
and so does its rate. The above observations also agree
with our intuitions. When the event arrival rateλ is large,
more reporting processes are required. Hence, deploying
more sensors is desired in order to reduce the energy
consumption in each reporting process by reducing the
transmission distance. However, when the sensing power
consumptionPs is large, deploying less sensors is desired
in order to reduce the energy wasted in sensing.

TABLE II

THE OPTIMAL NUMBER N∗ OF SENSORS(13) AND ITS APPROXIMATE

N∗

a (14) FOR DIFFERENT SENSING POWER CONSUMPTIONPs.

λ = 0.05.

Ps = 10−3 Ps = 5 × 10−3 Ps = 10−2

N∗ 38 22 16
N∗

a 36 19 14

VI. CONCLUSION

In this paper, we analyzed the lifetime per unit cost
of an event-driven linear WSN. We found that deploying
either an extremely large or an extremely small number
of sensors is inefficient in terms of lifetime per unit cost.
We thus optimize the number of sensors to be deployed
and their placement for maximizing lifetime per unit cost.
We found that the last sensor should be placed as close
to the gateway node as possible to reduce the reporting
energy consumption. As the path loss exponent increases,
the distance between adjacent sensors approaches uniform.
We also found that the optimal number of deployed sensors
increases with the event arrival rate and decreases with
the sensing power consumption. Note that similar analysis
and results can be developed for the linear WSN where
the sensor closest to the gateway node is responsible for
reporting.

APPENDIX A: DERIVATION OF (7)

In a randomly chosen reporting process, the probability
that the event occurs in Voronoi cell ofsi is

pi =
Ai

L
. (15)

According to the transmission pattern specified in Section
2, si generates a reporting packet which will be relayed by
{sj}

i−1
j=1 to the gateway node. Hence, during this reporting

process, the energy consumed by each sensorsj is given
by

E(j)
r =











Etx(dj) + Erx, 1 ≤ j ≤ i − 1,

Etx(di), j = i,

0, j > i.

(16)

5 of 6



Combining (3) and (15) with (16) yields the average energy
consumed in a randomly chosen reporting process as

E[Er] =
N

∑

i=1

pi

i
∑

j=1

E(j)
r

=
Etc + Erx

L

N
∑

i=1

iAi − Erx +
Ẽ

L

N
∑

i=1

Ai

i
∑

j=1

d
γ
j

(17)

which is equivalent to (7) after some algebras.
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