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Optimization of Scannable Latches for Low Energy

Victor Zyuban Member, IEEE

Abstract—This paper covers a range of issues in the design of the latch design and derive relations which will help designers
latches and flip-flops for low-power applications. First it revisits, palance the tuning target in latches with that in logic, in an
extends, and improves the energy-performance optimization gnergy-efficient manner. Our analysis indicate that in many

methodology, attempting to make it more formal and compre- today’ . latch desi d h
hensive. The data-switching factor and the glitching activity are oday’s MICIOPrOCESSOIS HIalCnes are over: designed, “when

taken into consideration, using a formal analytical approach, compared to the rest of the hardware.

then a notion of an energy-efficient family of configurations is Breakdowns of the power for some of the commonly used
introduced to make the comparison of different latch styles in the  |atches show that the power of the local clock distribution net-
energy-performance space more fair. A recently proposed method- ok may constitute a significant portion of the power dissi-

ology for balancing hardware intensity in processor pipelines is . .
applied to latch design to facilitate the selection of the objective pated by a latch. Therefore, when comparing different latches

function for tuning transistor sizes. The power dissipation of the for energy efficiency it is essential that the power dissipated in
clock distribution is taken into account, supported by simulations the local clock distribution network be taken into account, be-
of extracted netlists for multibit datapath registers. Practical cause different latches present different requirements as well as
issues of building & low overhead scan mechanism are considered ittarent amounts of capacitive load on the local clock distri-
and the power overhead of the scannable design is analyzed. A = . . o

low-power level-sensitive scan mechanism is proposed, and resultsbu'[Ion netV\{orK. In. this work we analyze power d|§S|pated by
of a comparative study of scannable latches are shown. The the clock distribution network, and compare the single-phase

applicability of the proposed scan mechanism to a wide variety of clocking scheme with two-phase clocking.

latches is demonstrated. One of the practical issues of building latches for testable de-
Index Terms—Circuit tuning, curcuit power, energy, flip-flop, ~ Signs is the integration of the scan mechanism into the latch. As
glitching, latch. shown in this paper, the power overhead of the scannable de-

sign can be significant, meanwhile the complexity of modern
microprocessors has reached the point where saving power by
implementing a nonscannable design is not viable. In this paper,
SleCE THE IMPORTANCE of designing low-power high-we show a low-power overhead level-sensitive scan mechanism
erformance timing elements has been recognized, mamliich can be used with a wide variety of recently reported
low-power latch and flip-flop studies have been published [2&dge-triggered and pulsed latches. We furthermore, compare it
[10], [26], [2]. A number of papers have proposed new stylegith other approaches for building scannable designs in terms
of latches and flip-flops that improve speed [8], [9], [13], [18]of energy, based on simulations of extracted layouts, and give
[19], [27], reduce energy [7], [14], [16], [17], [30], or demon-areas of the layouts drawn in a state of the art technology.
strate improvements in other important characteristics of timing
elements, such as race immunity, noise immunity, and testability
[12], [14]. Other works have compared various latch styles in
the energy-performance design space and established a roBudgPerformance Measurement

methodology for the comparison [6], [12], [15], [23], [24], [29]. The methodology for comparing the performance of dif-

_Thi; paper extends_ the existing power_-performance Opl%rent latches used in this paper consists in evaluating the
mization methodology in several aspects. First the methodolo]gg)\1/|()\,\ling metric [23], [24], [18], [27], based on simulation of

is formalized by using analytical formulas to take into accoulf o switchina of the latch for varving values of the data set
both thedata switching activityand theglitching factor, based fi witehing varying vai "p

on [29]. A formal optimization of every latch style in the

energy-performance space is performed before comparing

different latch styles through constructingnergy-efficient D =Teetup + Do

families of configurations for every latch. Issues of tuning min[Tp-to-c + max(Do—1, D1-0)], (1)

transistor sizes in latches are considered, and efficient methods

for building energy-efficient families are described. whereT,..p, is the setup time, andc_.¢ is a delay through

In this work, we apply a recently introduced methodologshe latch, measured from the appropriate transition at the clock

[31] for balancinghardware intensityn processor pipelines to input and the corresponding transition at the latch output. In the
formula themax chooses the maximum delay between the pos-
itive and negative transitions, and then chooses the smallest

|I. INTRODUCTION

Il. OPTIMIZATION AND COMPARISONMETHODOLOGY

Manuscript received March 5, 2002; revised August 8, 2002. value of the sum for all values of the delay between the transi-

The author is with IBM Research Division, T. J. Watson Research Cent ro he d d clock i & h in Eia. 1
Yorktown Heights, NY 10598 USA (e-mail: zyuban@us.ibm.com). lons at the data and clock Inputsy-,-¢, as shown in Fig. 1.

Digital Object Identifier 10.1109/TVLSI.2003.814322 For the design in Fig. 1, the minimum value for the sum is

1063-8210/03$17.00 © 2003 IEEE



ZYUBAN: OPTIMIZATION OF SCANNABLE LATCHES FOR LOW ENERGY 779

TABLE |
AVERAGE NUMBER OF TRUE AND SPURIOUS TRANSITIONS PERCYCLE
AT THE OUTPUTS OF FUNCTIONAL UNITS FOR RANDOM INPUT
PATTERNS WITH o4, = 0.3
unit [| FO4 delay | true trans. | spurious trans.

saturated adder 17 0.41 0.28

int arithmetic 13 0.50 0.23

shifter 11 0.32 0.15

logic unit 7 0.49 0.12

o ‘ : | multiplier tree 12 0.42 0.21

0 e vao™paec : : : o g
015 T L ; i multiplier array 20 0.47 0.60
0.05 0.1 015 0.2 0.25 0.3
D-to-¢ 18
Fig. 1. Evaluation of the performance metric. spurious transitions per cycle at the outputs of several func-

tional units. The second column shows the critical path delay,
reached when the delay between the data and clock transition®gasured in FO4 units. The glitching activity was measured by
Tp-1o-c = 130 ps, and the delay through the latch at this poirimulating functional units for random input patterns with the
is max(Doy_1, D1_¢) = 280 ps. Thus, we put for this latch switching factora = 0.3 applied to the inputs for 200 cycles.
Tietup + Do = 130 ps+ 280 ps = 410 ps. All delays are The total number of transitions was measured at the outputs
measured assuming a load of four minimum size inverters a@fthe functional units, then the simulation runs were repeated

a 50-track-long wire capacitance. under the zero-delay model to measure the value of the “true”

Another performance metric used in other works [14] consistvitching activity at the outputs. The difference between the

in evaluating the sum two values gives the average number of spurious transitions
per cycle.

D = Tetup + (1+ 6)De—g (3] In microprocessors that extensively use the clock gating tech-

nique all transitions at the latch data input (true transition and

whereD¢ . is the nominal delay andl...,, is defined as data gjitches) while clock is gated can be modeled as spurious transi-
to clock offset that corresponds to a relative increas&ibjthe  tion, which effectively increases the glitching factor [6]. There-
C' — Q delay from its nominal value. The selection of the valugyre, the effective glitching factor in clock-gated designs can be
of ¢ is somewhat arbitrary. The value &f= 0.05 was used in  somewhat higher than the values reported in Table I.
[14]. Although, by construction of metrics (1) and (2), the latch oy simulations show that, depending on the latch circuitry,
insertion penaltyD measured using (2) is always higher thaghe data true switching factor, and time positions of spurious
that measured with (1), for all latches that were simulated jmnsitions at the data input, the presence of the glitching activity
this work both metrics produce very close results. For exampl},0.3 transitions per cycle increases the average energy dissi-
for the curves in Fig. 1, the values ..., andDc_.q, Mea- pated by a latch by from 3% to 30%. For some latches the en-
sured according to (2) with = 0.05 are 136 ps and 261 ps,ergy effect of glitching can be measured sufficiently accurately
respectively, which results in approximately the same value figy; simulating the energy dissipated by one glitch at the data
D as measured with (1)) = 410 ps. input and then multiplying it by the average number of glitches
per cycle [14], while for many latches such a simplification may
produce an error of as high as 10%. Considering that many of

A significant obstacle in calculating power directly by simeompeting latch styles proposed or compared in recent works
ulation is that power dissipation is strongly pattern dependediffer by no more than 5% in energy dissipation, we believe, ap-
For example, in a latch the power depends on the averaggging a more detailed analysis of energy dissipation in latches
number of transitions at the data input, as well as their tini justified.
positions with respect to clock. The typical methodology used A formal approach for analyzing energy dissipated in latches
in most of the prior art is to estimate the power of a latch fateveloped in [29] models the circuit as a directed graph, called
two values of the switching activity at the data input:= 0 thestate transition diagranSTD) [11], [21], such that there is
anda = 1 [14], [18], and then calculate the average power @sone-to-one correspondence between edges in the graph and
a linear combination of the power under these extreme casgswer-dissipating events in the circuit. An algorithm to con-
with the weights depending on the data switching factor struct the STD for a latch is described in [29]. As an example,
Other works report energies dissipated for a limited set of inpGéble Il shows all reachable states for the sense amplifier
data patterns, assuming a free running clock [2], [7], [23[tch [3], shown in Fig. 3(a), not distinguishing between states
[24], The spuriousswitching activity, orglitching at the data that only differ by voltage levels at nod€&andH. The eight
input is typically either neglected [2], [24], [25], [27] or addectolumns in the table give the voltage levels at all nodes in the
afterwards [14]. circuit for every state. The corresponding STD is shown in

Our analysis shows that in low-power designs, especialiyjg. 2(a).
those with relatively shallow pipelines, the power dissipated It is important to emphasize that we attribute the energy dis-
in latches due to the spurious activity at the data inputas sipated for charging/discharging the capacitances at the clock
negligible. Table | shows the measured average numberasfd data inputs to the latch itself, rather than to a fan-in gate or

B. Energy Measurement
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TABLE I formula (1/2) > C; Vaa AV, where)” C; is the sum of ca-
REACHABLE STATES IN THE STD OF THE SA LATCH. "1” AND "0" DESIGNATE  hacitances at all nodes that have different voltage levels in the
VOLTAGE LEVELS AT THE NODES OF THECIRCUIT .
states connected by the edge. As an example, using Table II,

node state the energy weight of patfis; — s3} that corresponds to the

name | 1[2]3[4[5[6[7]8 latching of a new data (zero) at the rising clock edgBis.; =

¢ Lj1j1)1j0j0j040 (1/2)V(Co+Cq+Cau+Cr)+(1/2)Vaa(Vaa—Vrm)(Ca+

D 1[1]10]0]1]0]0]1 Cp+Ci+Cpg). To arrive at this expression, capacitances at all

Q 0]1]0j1j0jOJL]1 nodes in Table Il that have different logic levels in columns three

; (l) ? (1) (l) : : : : and seven were multiplied byt /2)V,, and the corresponding

ABMI{ofofofo|r]tr]1]T1 voltage swing. I .

G’ : T T To T oo oTo Then, based on the probabilistic analysis of the STD, pre-

i ol T Totolololo sented in [29], analytical formulas are derived for the power of
a latch that express latch power in terms of true and spurious

O s switching activities at the data input
States with C=1

O States with (=0 Pirue = f(QO + PO+ an) 3)

where

Qo = Eqo, Q1 = E11 — Eoo
Q2 =3 (Eo1 + E10 — Ego — E11) .
In these formulas: is the switching activity as defined in [29],

P, is the probability of latching “1,’F,,,,, are energy weights
of pathsp,,,, m, n = {0, 1} in the graph that are traversed

(@) (b) whenm was latched in the previous clock cycle and the data
Fig. 2. State transition diagram of the (a) symmetric sense amplifier |atE}?S Changed o (Or has not Changedm = n) Forthe STDin
(simplified); and (b) proposed nonsymmetric SA latch. Fig. 2(a) some of the paths apg; = {s3 — s¢ — $5 — $2},

p1o = {52 — s8 — s7 — 83}, poo = {83 — 56 — s3}, and
p11 = {s2 — sg — s2}. The path energy weight is obtained by
summing the energy weights of all edges in this path.

For accurate estimates, we simulate the latch, using an input
pattern that causes the latch to go through every single edge in
the STD, and energy weights are measured by the simulator. It
turns out that every term in all derived power formulas includes
only energies dissipated on complete cycles in the STD, which
allows us to measure these energies by integrating the current
of the power supply, in case the simulator does not support the
measurements of the instantaneous power.

In the presence of the spurious activity at the data input, a
formula similar to (3) is derived in [29] that is valid for all rea-
Il sonable latches known to the author

T T i Ptotal = /B()Ptrue + f[ﬁEcycle + /B*E:ycle
@ () +(1 = 60)(Qo + P1Q1 + aQ5)]  (4)

Fig. 3. Transistor diagrams. (a) Symmetric sense amplifier latch, (b) Proposgthere

nonsymmetric sense amplifier latch.

Qo = Z Eij — Ecycle, Q1 = ZE” - ZE”
the clock distribution tree. It is important that the input capac- L, bl oL
itance of the wiringwithin the latch layout be included. Simi-
larly, we do not include the energy dissipated for charging/dis- / _ 1 B o o 3
charging the load driven by a latch into latch energy. However, =3z Z Eij + Z Eij Z Eij Z Eij
the output capacitance of the wirimgthin the latch layoutmust
be included. Such a convention makes the energy comparistere, P;,,. is the average power in the absence of glitches
between different latches more fair, however this also makes ttadculated by (3),6 the average number of spurious pulses
STD more complicated compared to those presented in otlderring one clock cycle calculated &= )" ik, wherep,
works [23]. is the probability that exactly: spurious pulses occur during

Energy weights for every edge in the STD are calculatemhe clock cycle. In particularj, is the probability that zero
using a simulator or, for rough estimates, manually, using tspurious pulses occur.

1 1 1 1
Po1 Pio Poo P11
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In many latches, spurious pulses occurring when clock is TABLE 1Ii

high dissipate more (or less) energy than those occurring WH%%\C!—:A?LE STATES IN THE STD OF THENONSYMMETRIC SA LATCH. “1” AND
. L. 0" D ESIGNATE VOLTAGE LEVELS AT THE NODES OF THECIRCUIT

clock is low. This is accounted by the terfit E7, ., where
B* is the average number of spurious pulses per cycle occu node state
ring while clock is high. In these formulag; denote a path in 20 b | 4a
STD traversed whenwas latched in the previous clock cycle 5 1!
and the true data value has changed,te:, n = {0, 1} (or Q
has not changed if = j) and whenk spurious pulses oc- 73
curred in this clock cycle. In the above formula, the summa: R
tion of the energy weights is taken along such paths. For ey A.BM
ample, in Fig. 2(@)p}, = {s3 — s¢ — s5 — s¢ — s3}, and q
ps1 = {83 = s¢ — s5 — 8¢ — S5 — Sa2}. Ecyle iS the en-
ergy dissipated by one spurious pulse, provided that at least one

spurious pulse has occurred before it. For the STD in Fig. 2(&)ance metric, defined in Section II-A. Since the total capaci-

E.ye. is the energy dissipated on the cyglg.. = {s¢ — tance charged/discharged on any complete cycle in the STD in
S5 — S6} OF Peyele = {85 — $7 — ss}, ar}dE:ydo is the Fig. 2(b) remains unchanged, the described modification does

energy dissipated on the cyghs .. = {s3 — s1 — s3}, or Not have any power overhead. We also verified that this modifi-
Plycie = {52 = 54 = s2}. ’ cation does not incur any layout area overhead.

Thus, the average total latch power in (4) is a sum of the Simulations show that this simple modification results in
“true” portion multiplied by the probability that no spurious®% worst-case delay reduction, compared to the configuration
pu|ses occurduring one clock CyC‘%,, and the “Spurious" por- where both “R” and “S” signals are connected to the lower
tion which depends on three parametgrand3*—the average inputs of theNAND gates, Fig. 3(a), and in 3% delay reduction
number of spurious pulses per cycle, when clock is low and higipmpared to the configuration where both “R” and “S” signals
respectively, and,. The termf(1 — (o) (Qh + PLQ) + aQ)) are connected to the upper inputs [7] of tire\D gates.
accounts for the difference between the energies dissipated by
the first and subsequent spurious pulses. For some Iatches[{in
particular, for those represented by the STD in Fig. 2(a)], it Before comparing it with other latches, every latch must be
cancels withf, P;,.., and the expression reducesR,,, = optimized for an energy-performance metric, in order to make

Pirve + f|BEcyele + 8% EZ, .| In this special case, the addi-Sure that the best configurations of every latch are compared.
rue cycle cycle | " ’

tional energy due to glitches at the data input can be measuf&VeVver, it tums out that it is virtually impossible to come up

by simulating the energy dissipated by one glitch and then miyfith @ single metric that would be fair for every laich—some
tiplying it by the average number of glitches per cycle. latches are more sunable_ for high-speed designs, others—for
low-power, but slower designs [6].

To avoid this uncertaintyenergy-efficient familypf config-
urations should build for every latch, which is a set of con-

To demonstrate the usefulness of the STD technique, fi@urations, each of which results in the highest performance
show how a simple modification to the sense amplifier latch f@mong all configurations dissipating the same power, or the one
single-rail designs may reduce the delay through the latch witat dissipates the least power among all configurations that
zeroincrease in energy or area. The modification of the sendeliver the same performance. If plotted in the power-versus-
amplifier latch, shown in Fig. 3(b) consists in interchanging€rformance coordinatesnergy-efficientonfigurations form
input to theNANDS in the second stage, so that the “S” signdd convex hullof all possible configurations of a given latch. As
is connected to the lower input and the “R” signal—to th@ demonstration, Fig. 4 shows an example of building an en-
upper input of the correspondinganD gates. The result of ergy-efficient family for a low-power version of the sense am-
this modification is that the capacitance charged/dischargedf@iier latch built in an experimental 0.18m technology.
the slowerQ: 1 — 0 transition [path{7 — 3} in Fig. 2(a)] It was shown in [20] and [31] that the energy-efficient curve
is minimized at the expense of somewhat higher capacitariBeenergy-versus-delay coordinates can be approximated by re-
charged/discharged on other transitions in the STD. lation

The state table of the modified nonsymmetric latch is shown
in Table Ill, and the STD is shown in Fig. 2(b). According to Ta-

bles Il and Ill the capacitance charged/discharge on the slow@eres is a technology-dependent constant, whose value was
Q: 1 — 0 transition in the modified latch is reduced by the Casmpirically measured to be in the range from 0.2 to 0.4 for a
pacitanceC’y at nodelf, compared to the original symmetric 13 ,;m bulk technology, depending on the circuit type, and
latch in Fig. 3(a). The capacitance charged/discharge on p#ifi and £, are the asymptotes of delay and energy that can be
{5 — 2} that corresponds to the fast@: 0 — 1 transi- gpproached through tuning the circuit.

tion in the modified latch is increased 6y . As a result, the | this work we built energy-efficient families by optimizing
worst-case delay is reduced, at the expense of some incregg&y latch to minimize the cost function

in the delay of the faster transition, which improves the per-

formance characteristics of the latch, according to the perfor- F. = v(FE/E)* + (1 — v)(D/Dy)?, 0<y<1 (6)
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Tuning Transistor Sizes

C. Proposed Nonsymmetric Sense Amplifier Latch

(E — Eo)(D - Do) = ,‘*QEI()I)O7 (5)
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T =ewmnaw|  isfiesd®E/0D? > (1/E)(9E/0D)* - (1/D)(9E/dD). This
2\ , , : BW—J constraint is typically satisfied in CMOS circuits which have a
nonzero lower bounds on delay and enefgyandE,. Thenthe
tangent to the energy efficient curéd’ /0D at point(D, E) is

n
=1
T

_5;,8- 4 related to the optimization parametgm (7) as
g oE  OF., |OF E
?16' E 7= c c — 8
oD~ aD / oE ~ "D ®)
& 1} B
E or
12 - DOE
= ——. 9
= ~75n 9)
. : x . L : Thus, 7 is the ratio of the relative increase in energy to the
360 380 400 420 440 460 . . .. . .
Tserue * Toq +PS corresponding relative gain in delay achieved through transistor

tuning for designs on the energy-efficient family. Simply put, it

is the value of % power per % performance for an energy-effi-
' ‘ ‘ [ . . . cient design. Because of this property optimization paramgeter

2af ‘ [ Waleneray-oicenicune 1l (7) was called dhardware intensityn [31]. In other words,

- s ", L= oosttuncton contours, 7= 08 hardware intensity is a measure of how aggressively a hardware

- block has to be tuned to meet the delay requirement.

If the optimization function (7) is used for building an energy-
efficient family, the convergence of the tuning process is not
as good as with function (6), because the contours of function
(7) have a shape (curvature) close to that of the typical energy-
efficient curve (5). However, for any energy-efficient curve there
is a one-to-one correspondence between optimization parameter
~ in (6) and the energy efficienayin (7)

Fig. 4. Building energy-efficient family for a latch.

2
n= 1-7 %. (10)
v (E/Eo)
This allows us to use for optimizing latches a cost function that
Fig. 5. Typical energy-efficient curve and constant cost function contours fpesults in a consistent convergence of a tuner, and still use the
7 =02andy =038 theoretical expressions for hardware intensity derived in [31].
Typically, the cycle time requirement can be met at different
whereD is the sum of the setup time and the delay through th@mbinations of hardware intensigyand power supply voltage
latch, as defined in Section II-A, antl is the average energy v, ,. In [31], a condition for the optimal balance betwekp,
dissipated by the latch in one clock cycle, determined accordiggids, was derived, such that for a given critical path delay re-
to Section II-B fora = 0.3 and = 0.16, Dy and Ey are  quirement, the energy reaches its minimum over the two-dimen-
estimates of the corresponding lower bounds. sional spac€r, V,4). For a pipeline stage that consists Jof
Fig. 5 gives a graphical interpretation of the process @focks that are designed and optimized independently, the op-

building the energy-efficiency family using cost function (6)timal balance between the power supply voltage and the hard-
The solid line plots a typical energy-efficient curve for a latchyare intensity is achieved when

Dotted lines show several contours of the cost function (6), for ‘

two values of optimization parametgr Point(D, E) at which i = — (Vaa), l<i<M 11)

the energy-efficient curve touches the lowest of the contours Wi

(F. = A with the smallest value oft) corresponds to the wherey, is the hardware intensity in block w; is the delay

energy-efficient |mplementat|on for this value-of _ weight of blocki, u; = D;/D, andw; is the corresponding
Many types of functions can be used as a cost function [2@ergy weightw; = E,/E, calculated taking into account the

We used (6) because it resulted in a consistent convergencg@fvity factors. HereD is the clock period andt is the average

the circuit tuner. Sometimes in theoretical studies the followinga| energy of the pipeline stage. The voltage intedisigyde-

expression [1], [3], [20], [22], [30], [31] is used for the COSfined in [31] as a ratio of the dimensionless derivatives of the

function: delay and energy with respect to the power supply voltage

Fe = (E/Eo)(D/Do)" @) v OF v D E,

EUZE%-/ D’U:_B 0 0:D_v' 12)

wheren is an optimization parameten, > 0. The conver-
gence of the tuning process using an objective function of thisltage intensity functiod(V,,;) depends on many factors. For
form requires that the curvature of the energy-delay curve sat0.13um bulk technologyf(V;.) was measured to grow ap-
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clk gate retiming latch: 2%

proximately linearly withV,,, from a value of 0.5 at the low
range ofV;, to a value of 3 at the upper limit df;,.

Let us apply (11) to a pipeline stage that consists of a block
of latches and a cloud of logic which are typically designed and
tuned independently. Assume thfat= 2 for the chosen design
point, and assume that the latch delay constitutes 20% of the
cycle time and the delay through the logic is 80% of the cycle
time. Furthermore, assume that latches are responsible for 30%
of the total power of the pipeline stage, not including the power
of the clock distribution. Then, using (11), the optimum hard- ~“*""***
ware intensity for latches i8¢, = (0.2/0.3)2.0 = 1.3, and
that for the logic isniegic = (0.8/0.7)2.0 = 2.3. Thus, for clkint wire: 10%
the assumptions above, latches should be optimized less aggres
sively than logic. With the help of (11) the actual value of op- olk Invertors: 12%

timal hardware intensity for latches and logic can be determined ‘ orth o  latch
for any microprocessor. Fig. 6. Power breakdown for the two-phas&MOS datapath latch.

data, out: 12%

clk splitter and driver: 25%
data, L2: 4%

data, L1: 2%

scan wire: 4%

clk load: 22%

clk gate retiming: 5%
data, out: 13%

clk driver: 11%

I1l. CLOCK DISTRIBUTION POWER

data : 7%

When comparing different latches for energy efficiency it is  eikiocaiwire: %
essential that the power dissipated in the local clock distribution
network be taken into account, because different latches presen = ot 2%
different requirements as well as different amounts of capac-
itive load on the local clock-distribution network. Moreover,
some latch styles require two clock phases, others use only one
phase, and pulsed latches require a pulse generation circuitry
The power overhead of the clock gating mechanism also needs
to be taken into account. The power dissipated in upper levels of
the clock distribution network largely depends on the chip size,
the total number of latches and their locations, and much less on
the latch design. Therefore, the power of the global clock-disw. 7. Power breakdown for a SA datapath latch.
tribution network can be analyzed independently.

To determine the portion of the total power that is dissipated Results in Figs. 6 and 7 show that the power dissipated in the
in the local clock-distribution network we developed layoutl®cal clock distribution network is significant, and it is different
for 16, 32, and 40 bit datapath registers built of single-phagesr different latch styles, constituting 31% of the total power of
nonsymmetric sense amplifier latches, Fig. 3(b) and two-phase two-phase &MOS latch and 17% of the total power of the
master-slave &MOS latches, Fig. 8, both designedina 08  single-phase sense amplifier latch. The power portion associated
technology, with a 12 track bit step. The latches were optimizedth the clock distribution is typically even higher in autoplaced
for low values of hardware intensity = 1, which, according or ASIC designs, because of longer local-clock wires. It can also
to (11) corresponds to the energy-efficient operation point laé more significant in high-frequency designs, where the ob-
Vaa = 0.9 V [31]. The designs included the local clock buffergective of minimizing the clock skew is achieved by reducing
and the clock gating mechanism which consists of a retiminige transition times in the clock distribution network, which re-
latch and aNnAND gate. For two-phase latches the local clociuires using larger transistor sizes in clock buffers.
buffer includes a clock splitter that generates two nonoverlap-Another observation from data in Fig. 6 is that for calculating
ping phases of clock. the load presented by a latch to the local clock-distribution net-

We ran power measurements on the extracted netlists, awork, it is important not to neglect the capacitance of the clock
cording to the methodology described in the previous sectiomiring inside the latch cell (clock internal wire in Fig. 6). We
for the data switching factar = 0.3, and the glitching activity found that for latch designs using very small transistor sizes,
£ = 0.16. Figs. 6 and 7 show the power breakdown for the twdhe internal wiring of the clock may represent from 5% to 20%
phase EMOS and single-phase sense amplifier latches. Thé&the total capacitive load on the clock.
total power of the multibit registers which includes the power Finally, our analysis indicates that in a low-power design
dissipated in the local clock buffer and clock gating mechaniswhich uses very small transistors, a latch that can work with a
was divided by the number of bits in those registers. The resuiagle phase of the clock has at least a 15% power advantage
in Figs. 6 and 7 correspond to the 16-bit registers, the cori@ser a latch that requires two phases. As mentioned above, the
sponding results for wider register are similar, except that tipewer overhead of generating and distributing the second clock
power overhead of the retiming latch is shared between a largéiase may be even higher (as high as 30%) in high-frequency
number of individual latches. designs, or ASIC designs.

clk load : 9%

precharge: 48%
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iy ﬂ q
H scan wire, which translates into approximately 8 fF of capaci-
e tance in a 0.13:m technology.

The extra capacitance of the scan mechaniSg., is
charged/discharged during the normal operation mode every
time the output of the latch changes, so that the energy over-
head of the scan mechanism in the normal operation mode is
Escan = (1/2)aV2 Cscan per latch. For the listed assumptions

V. SCANNABLE LATCHES Cscan 1S approximately 12 fF for a low-power custom design,
but may be higher for the ASIC design flow. For a “typical”

The integration and complexity of modern systems has growsw-power microprocessor with 30000 latches, running at
to the point where saving power by building a nonscannable de= 400 MHz atV,; = 1.2 V, with averagex = 0.3 the power
signis no longer an option. The power overhead of the scannablgrhead of the scan mechanism is approximately 31 mW, or
design may be significant. For example, the study in [4] has réven higher, which may not be negligible in state of the art
ported a 54% increase in power of an LSSD standard cell dgw-power designs.
sign over the identical nonscannable design. In this section weEven if the power overhead of the conventional scan mech-
analyze the power overhead of existing approaches to buildiagism is tolerable, the scannable latches in Fig. 8 require two
scannable latches and describe a new, low power level sepgiases of clockC and B, in the normal operation mode,
tive scan mechanism that can be applied to a variety of singigich, according to Section I, increases the total power of
phase and two-phase latches, including edge-triggered latchRe,clocking system in a low-power microprocessor by 15% to
pulsed latches [8], [16], [23], [24], [27], and dual edge triggeregos.
flip-flops [15], [17], [27]. To avoid the power penalty of the second clock phase, the

There exist two major approaches to building scannaliigich should operate with a single clock phase during the normal
designs: edge-triggered and level sensitive, level sensitivde, and during the scan mode it should operate as a master-
scannable design (LSSD) scan. Because the LSSD scanlisve latch with two nonoverlapping clock phases, as required
race free, it is more robust than the edge-triggered scan, anyitthe LSSD standard. Also, to reduce the power overhead of
preserves the integrity of the scan chain even in the presencenef scan, it is desirable to separate the scan output of the latch
significant clock skews [4]. For this reason LSSD is the scdrom the data output, so that the wire connecting latches in the
mechanism of our choice. scan chain does not toggle in the normal operation mode.

The standard way of implementing an LSSD master-slaveFig. 9 shows the proposed scan mechanism that has this prop-
latch is shown in Fig. 8 for the transmission-gate latch, armfty. The master latch in Fig. 9 can be any type of a single phase
C2MOS latch. In these latches, the power overhead of the sdatch, or a two-phase latch, for example, edge-triggered latch,
mechanism in the normal operation mode consists of the povperised latch [23], [27], or dual edge triggered flip-flop [17],
of charging/discharging the drain capacitances of transidiars [15].
andP1 (which are cutoff in the normal operation mode), the The scan latch is a low area, slow, level-sensitive latch, con-
gate capacitances of transist@® and P2 in the next latch trolled by clock B. The output of the scan latch is the scan output
of the scan chain, and the capacitance of the wire that connegftshe entire flip-flop. It is connected to the scan input of an-
latches in the scan chai@c., = 2Cq + 2Cy + Cocan wire- other latch in the scan chain. During normal operation mode,

The length of the scan wire can be quite small {16 20.:m) clock A and clock B are kept at the low level, and the flip-flop
between adjacent latches in custom datapath registers, howevenrks as a conventional latch, whereas scan latch is in the non-
it is much longer (several hundream) for wires that connects transparent state, so that the scan output does not toggle, and
the scan output of the last latch in a register with the scan inghe internal capacitances inside the scan latch do not toggle ei-
of the first latch in the next register in the scan chain. Moreoveher. This reduces the power dissipation in the normal operation
extra buffering may be required to decouple the capacitancenabde. During the scan mode, clock C is kept at the low level,
the long scan wire from the datapath. Also, the scan wire capand the flip-flop works as a master-slave latch, controlled by
itances are much higher in ASIC designs. We will use a someenoverlapping clocks A and B, providing a robust, level-sen-
what optimistic value of 4Q:m for the average length of thesitive scan operation.

Fig. 8. LSSD transmission gate latch (above) aAtlOS latch (below).
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i, Lo s e | e energy overhea_ld of the propo_se_:d scan exten5|or_1 is reduced to
the drain capacitance of two minimum-sized transisidisand
N5, connected to the complimentary nodes of cross-coupled

W WD inverters, and gates of two minimum-size transistors in the scan

latch, plus some overhead due to internal wiring and increase in
areastcan = 20(1 + 20_(] + Carea incr- )

Fig. 10. Scannable latches. () ep-SFF. (b) SSASPL. (c) ep-DSFF. (d)ThIS extra capamtance is charged or dlsch_arged at rr_u_)st once
DPSCRFF. (e) PPCF. (f) N-CF. peér clock cycle, and is not affected by spurious transitions at
the data input. Thus, the energy overhead of the proposed scan

- ) . Wechanism is
igs. 10, 11, and 12(a) show implementation examples of the
a_\bove scan mechanism, applied to some of the recently pub- AE; = 1 aCuanV
lished latches [13], [15], [17], [23], [27].
The low-energy overhead of this scan mechanism is achiewgbereq is the “true” switching activity at the data input.
by mixing in the scan-in data at the second stage of the latch. TheA prior art edge-triggered scannable version of the SA latch
scan-in data signal, is written in through transisto®1 and [18] is shown in Fig. 12(b). During the normal mode of oper-
N2, or N5 andN6. High level of clockA enables the scan-in ation the input signaScanis low, and the SA current flows
write operation. The “scan” latch is a level sensitive latch comhrough transistor®N1 or N2, controlled by the input data sig-
trolled by clockB. During the scan mode clodk is kept at the nalsD andDb. During the scan mode the sigrtan is high,
low level, and the master stage of the latch and the “scan” latghd the SA current flows through transist®¥s or N4, con-
work as a master-slave latch, controlled by clodkandB, as trolled by the scan-in signalsandIb. This implementation of
required by LSSD. the scan-in capability has a very high-power overhead, because
During the normal operation mode clocksandB are keptat it significantly increases the capacitance at the bottom part of
the low level, and the latch operates as a conventional latch. The latch (nodesA, B, E, F, andM). Since these nodes are
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TABLE IV
ENERGY, AREA, AND PERFORMANCE OVERHEAD OF SCANNABLE SA LATCH
design arca cnergy overhead C value value for Vy; = lv, D
o formula o =0.3,=0.08 | overhcad
prior art 30.72 [ Vaa(Vaa — Vr)ACy + YoV Cocan ow | 10.4 fF and 2*8.5F | 7.6f] +2.6fJ = 10.2fJ |  28ns
mux-based || 40.32 | $(o+2B)V3,Conx + 10V, Cocan o 6 fF and 9fF 1.4fJ+ 1.4f) =28 | 100ns
proposed || 40.32 302 Cscan 4.1 fF 0.62fJ | 25ns

charged and discharged every clock cycle, independent of ttan be even more significant in high glitching nodes, or in clock-
switching activity, the increase in energy dissipation equals gated designs. Under the same conditions the full sense ampli-
fier latch in Fig. 12(a) dissipates about 11 fJ per clock cycle.

AEy = Vgg(Vaa — Vi) ACs + %aVﬁlecan out Thus, using the proposed approach results in more than 30%
energy savings in the scannable SA latch.
where AC, is the increase of the capacitance at nodedB, In terms of the effect on the latch performance, the proposed

E, F andM in Fig. 12(b), and’scay 0wt iS the sum of the gate Scan mechanism has a 25 ps delay overhead in a latch with the
capacitances of transistdN3 andN4 in the next latch of the lowest power level. This resultis based on the simulations of the
scan Chain, and the Capacitance of the wire that connects |at(%§acted netlist, and it includes the effect of increase in the area.
in the scan chaiMscan out = 2C, + 2Cscan wire- The delay overhead is approximately the same as the delay over-

An alternative implementation of the scan feature by meaRgad of the prior art approach in Fig. 12(b) which is 28 ps, and
of multiplexing the input and scan-in data in front of the latck significantly smaller than the setup time overhead of the mul-
degrades the performance of the latch by increasing the seliijexor-based approach which is close to 100 ps for the same
time, moreover, it leads to an increase of the energy dissipat@®nditions. The latch insertion delay overheads are summarized
which is proportional to the sum of the input data switchin#) the last column of Table IV.

activity and the glitching factor,
V. COMPARATIVE STUDY

AE; =1 V2, Crux (o 4+ 20) + 3 V2 Cocan out We have done a comparative study of a number of different
latch styles to identify the ones that are most suitable for low-

whereC..x is the capacitance of the multiplexor at the input, power designs. Since the power-supply reduction is essential for
is the input data switching activity, is the glitching factor at the reducing energy, we primarily focused on static and semistatic
data input (one glitch represents two spurious transition), alaiches because of their higher noise margin. Also, sinéeé
Cscan out 1S the sum of the input capacitance of the multiplexaileduction plays such an important role, we were particularly
in front of the next latch in the scan chain, and the capacitanicgerested in those latches whose performance degrades the least
of the wire that connects latches in the scan ch@if., ot = asVdd is reduced [2].

Cin mux + Cscan wire- In this paper, we show results only for four latch styles: LSSD
To determine the exact energy overheads of the descritsmdnnable EMOS latch; LSSD transmission gate latch, Fig. 8
scan mechanisms we developed layouts in a p.8&hnology without the input data inverter which is needed to protect the
for three versions of the scannable sense amplifier latdransmission gate input, but can be omitted under certain con-
scannable latch with the prior art scan mechanism [18] #itions in custom datapaths; scannable sense amplifier latch,
Fig. 12(b), multiplexor-based design, described above, aRi). 12(a), and semistatic true single phase RAM latch [30] de-

scannable latch with the new scan mechanism, Fig. 12(a). Tiwed from [28]. The optimization described in Section Il was
layouts for all latches were designed to fit into 12 tracks. Thegpplied to every latch: the sum of the setup time and delay was
second column in Table IV shows the layout areas of theased as a measure of performan@eand the expression (6) was
designs. Notice that the prior art design [18] has a 25% aresed as a tuning cost function. The optimization parameter was
advantage over the two other designs. changed from 0.1 to 0.9 to generate #mergy efficienturve for
The next three columns in Table 1V estimate the energy overach latch fol’dd = 0.9 V. A bulk technology was used with a
head of adding the scan feature to the SA latch using the th@&3,m feature size. Then adinergy efficientonfigurations of
approaches. The fourth column estimates the capacitance valkesy latch were simulated for lower valuesioédd, Vdd = 0.8
in the energy overhead formulas, based on wire capacitance¥Yoand V' dd = 0.7 V. No additional tuning was done however.
a 0.13um technology and simulations of the extracted netlist$he results are shown in Fig. 13, for the activity factor of 0.3
The fifth column gives the energy overhead estimates for typansitions per cycle, and the spurious activity of 0.15 glitches
ical values of the data switching activity and the glitching factoper cycle.
from Table I. Notice thatt = 0.08 corresponds to the average Extensive use of clock gating effectively increases the
of 28 = 0.16 spurious transitions per cycle. switching factor and the glitching activity. Fig. 14 plots the
The results in Table IV show that the proposed scan medierage energy per cycle of the same latches for higher value of
anism reduces the energy overhead of the scannable latchthéswitching and glitching activities. Low-energy consumption
times, compared to the input multiplexed design, and 11 times,the scannable sense amplifier latch even in the presence of
compared to the prior art design in Fig. 12(b). This advantag@gnificant glitching activity, as well as its ability to operate
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a low-energy overhead scan mechanism were considered, and
a recently proposed low-power scan mechanism was analyzed
and demonstrated to significantly reduce the energy overhead of
scannable design. Results of a comparative study of scannable
latches are shown, and the proposed nonsymmetric sense

XODORBVAD®

RAM 0.7V

ENERGY PER CYCLE, tJ
o

L
400 450 600 650

Teerue * Tea - PS

1 L
250 300 350 500 550

Fig. 13. Average energy per cycle versus performance. Switching factor
0.3, glitching activity 3 = 0.15 (8, = 0.1, 8, = 0.02, 33 = 0.005). Solid
lines connect points afnergy efficientonfigurations for every value 6f dd.
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Fig. 14. Average energy per cycle versus performance. Switching factor
0.5, glitching activity 3 = 0.55 (31 = 0.2, 8, = 0.1, 33 = 0.05). Solid
lines connect points afnergy efficientonfigurations for every value df dd.

(8]

(9]
with reduced swing signals make it a good candidate fohO]
low-power designs.

VI. CONCLUSIONS [11]

The energy-performance optimization methodology for
latches was extended to formally parameterize latch power iH 2]
terms of switching factor and glitching activity. The concept of
energy efficient family of configurations was used for formal [13]
comparison of different latch styles in the energy-performanc?M]
space. Issues of tuning transistor sizes in latches were consid-
ered, along with methods for building energy-efficient families.

) : . : . 15]
Theoretical analysis for balancing hardware intensity waé
applied to the latch design, which indicated that the optimal
value of hardware intensity parameter in latches is typically lesg®l
than 2. Thus, it turns out that in many today’s microprocessorf_:l?]
latches are over-designed, compared to the rest of the hardware.
Power breakdowns for some of commonly used latches wald8l
analyzed, and local clock-distribution power was found to be
a significant component of the total power of the clocking[19]
system in low-power designs, which demonstrates the power
advantage of latches that operate with a single phase of clo%]
during the normal operation mode. Practical issues of building

amplifier latch with the proposed scan extension was found to
be a very strong candidate for low-power designs.
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