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“ Despite the simple outward appearance of the clodking system, it is often a source of
considerable trouble in actual systems’ —Unger and Tan, 1986.

“Awel planned clock systemis a prerequisite to reliable long-term computer operation.
Conversely, a badly designed clock system can plague a computer throught it's lifetime
- Kenet Wagner, IBM

Introduction

Clocking of a digitd sysem is one of the single most important decisons
Unrfortunately much too often it has been taken lightly at the beginning of a design
and proven to be very costly afterwards. This very well summarized in the words
of Kenet Wagner of IBM. Thus, it is not pretentious to dedicate an entire book to
this subject. However, we are limiting this book to even narrower issue of clocked
storage elements, widely known as Fip-Flops and Laches The isues deding
with clock generation, frequency dability and control, and clock digribution are
too numerous to be treated in depth in this book, thus they will be mentioned and
covered only briefly. We hope there will be another book in this series deding
with those issues only as we will find it to be very useful and necessary for the
complete coverage of the subject.

The importance of clocking is becoming even more emphasized as the cock
speed has been rising rapidly doubling every three years.
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Fig. 1. Clock frequency versus year for various representative machines



At these frequencies ability to absorb tens of pico-seconds of clock skew or to
make the clocked storage element faster for the same amount could result in 10%
or more peformance improvement since the performance is directly proportiona
to the cdock frequency of a given sysem. Such peformance improvements are
very difficult to obtain through traditiona techniques used on the architecture or
micro-architecture level. Thus sdting the dock right and taking every available
pico-second out of the critica path is becoming increasingly important. However,
& the dock frequency reaches 5-10GHz range it our opinion that traditional
doding techniques will be reeching their limit. New, idess and new ways of de
signing digitd systems will be required. We do not pretend to know the answers,
but some hints will be given throughout of this book to what we fed may be a
good peth to follow in the future designs.

Nominal Nominal
Intro Clock Clock

System Date Techndogy Class Period Freg.

(nS) (MH2)
Cray-X-M P 1982 MS ECL Vector Processor 95 105.3
Cray-1S,-IM 1980 MS ECL Vector Processor 125 80.0
CDC Cyber 180/990 1985 ECL Mainframe 16.0 62.5
IBM 3090 1986 ECL Mainframe 185 54.1
Amdahl 58 1982 LS ECL Mainframe 23.0 435
IBM 308X 1981 LS TTL Mainframe 24.5,26.0 | 40.8,38.5
Univec 1100090 1984 | LS ECL Mainframe 30.0 333
MIPSX 1987 | VLY CMOS | Microprocessor 50.0 20.0
HP-900 1982 | VLY CMOS | Micromainframe 55.6 180
Motorola 68020 1985 | VLS CMOS | Microprocessor 60.0 16.7
Bdlmac-2A 1982 VLS CMOS | Microprocessor 125.0 8.0

*from |EEE Dedgn & Tet of Computers

Fig. 2. Clock frequency of some known historic computers and super-computers such as
Cray and Cyber.

Higtoricaly computers were large in sze filling up severd dectronic cabinets,
which were laid out occupying an entire floor of a large ar-conditioned room.
They were built from discrete components using few of the LS chips in the later
modes. Those systems were clocked a frequencies of about a MHz or few tens of
MHz. Given the low scale of integration it was possible to “tung’ the clock i.e to
ather adjust the length of wires digtributing clock signals or “tung’ the various &
lay elanents on the cabinets or the circuit boards so that the arival of the clock
sgnd to every circuit board can be adjusted to approximaedy the same point in
time. With advent of VLS technology the ability to “tung’ the clock has virtudly
dsappeared. The clok sgnds are generaied and distributed interndly in the VLS
chip. Therefore much burden has fdlen onto the clocked timing eement to absorb
clock dgnd vaidions a various points of the VLS chip, dso known as the
“clock skew”.



Clocking in Synchronous Systems

The notion of clock and clocking is essentid for the concept of synchronous
design of digita systems. The synchronous system assumes a presence of the sta-
age dements and combinational logic, which together comprise a FiniteState Ma
chine (FSM). The changes in the FSM are in generd result of two events: input
sgnd changesand dock asillugtrated in Fig.3.
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Fig. 3. The concept of FiniteState-Machine

The next state S is a function of the present date and the logic value of the
input signds S = S$w(Sw Xn). Therefore the remaining question is when in time
will the next state of the storage S+1, elements be assumed ? This depends on the
nature of the clocked storage dements used and the clock signd, which is intio-
duced for tha purpose. Therefore the presence of the clock signd introduces the
reference point in time when the FSM changes from the present & to the next state
Swi1. Thisprocessisillustrated in Fig.4.
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Fig. 4. State changes in the Finite State-Machine

In Fig4. we have implicitly assumed that the moment when the state changes
from §, to S.. is determined by the change of the cdock sgnd from logic “0" to
logic “1". However, this is in fact determined by the nature of the clocked storage
elements used and will be discussed in details further in this book. For the purpose
of this discussion let us just observe that without the presence of the clock signd
this change from S to Swa1 will not be precisdy determined. There are digitd sys
tems where this change is not caused by the presence, and more precisdy, by the
change of the dock sgnd but by the change of the data sgnd, for example Such
systems are known as ‘asynchronous systems’ because they do not require the
presence of the clock signa in order to cause an orderly trandtion from S to Sywi.
Much research has been done in the last severd decades in defining a workable
“asynchronous system”. However, a practicd design is yet to be produced. Re
cently one of the microprocessors was design to operate in the asynchronous mary
ner and it has been clamed tha some smdl advantages in power consumption
were obtained [ARM processor]. In spite of that, the practicaity as well as advan
tage of “asy nchronous design” is yet to be proven.

Throughout of this book however, we will be staying with the discussion of the
synchronous systems.

If we choose to unroll in time the gate diagram of the FSM we can obtain the
illugration of the pipelined design. In many cases when deding with the synchro-
nous design the dday thought the logic block is excessve and the sgnd change
can not propagate to the inputs of the clocked storage eements in time to affect
the change to the next ate . In such a case, the machine has not met the “critica
path requirement”, i.e. it will fal in its functiondity because the changes initiated
by the input signds will have no effect. This is the case because the time adlowed
until the change to the next state S+1 is to be achieved is too short and the change



on the input signds smply did not have sufficient time to propagate. In technica
jargon this is known as the “critical path violaion®. In such cases, an additiona
state (or states) is inserted to assure that every trangtion proceeds orderly and in
time. A diagram of apipelined sysemisshowninFig. 5.
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Fig. 5. Diagram of a pipelined system.

Severd dock cydes may be needed in order to move through various stages of
a computer sysem in time. In generd, execution of an indruction may require
severd “machine cycdes”. This is egecidly true if micro-code is used to control
the machine. In the past micro-coding was a popular concept and it was extar-
sively used in Complex Ingtruction Set Machines (CISC). In those cases a process
of executing an ingruction required severd machine cycles During each mechine
cyde a mico-indruction was executed. It normdly took several micro-
ingtrudions to execute an ingruction. Each machine cycle required one or severa
regigter transfers or pass through severa pipeline stages. That in turn required one
or more clock cycles, or multiple phases of the clock. Thus clocking was quite
complex and encompassed severd levels of hierarchy. Thisisillustrated in Fig. 6.
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Fig. 6. Machine execution phases with respect to the clock cycles

Obvioudy, in micro-coded machines there existed a large digparity between the
speed of the cdock and the speed of logic. It could teke severd clock cycdles or
even severa tens or hundreds of clock cycles in order to execute one ingtruction.
The more complex ingruction required many more clock cyces. A number of
“logic levels’ in the “critical path” (the number of gates in the longest pah
through the logic) was in order of severd tens and 40-50 logic levels were not un
common. Thus, the time associated with the clock and clocking was not as critical
asitistoday.

As the level of integration increased, followed by a speed increase of today me
chines, the number of logic leves in the critical path diminished rgpidly. In to
day’'s high-speed processors that are ether characterized by the Reduced Instruc
tion St Computer (RISC) architecture, or are usng ROPs (RISC operations) in
their micro-architecture, the concept of micro-coding has dmost disgppeared and
0 did the concept of machine cycle The indructions are executed in one-cycle,
which is driven by a snglephase clock. In other words one instruction is executed
a every cdock cycle The leves of hierarchy that existed between the clock cycle



and indruction execution have disgppeared. In addition the pipeline depth keep
decreasing in order to accommodate the tend in ever-risng speed. Today 10 lev-
es of logic in the critical path are more common and this number is gill decress-
ing as illugtrated in Fg. 7. Thus any overhead associated with the clock system
and docking mechanism in directly and adversdy affecting the machine perform-
ance and istherefore critically important.
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Fig. 7. Increase in the clock frequency and decrease in the number of logic levels in the
pipeline (courtesy of Intel Corp.)

With this introduction we should be able to understand the function of the clock
signa before we proceed with some of the definitions. The function of the clock
sgna can be compared to the function of the metronome in music. Similarly, in
digita sysem the clock designates the exact moment when the State is changing as
well as when the next gate is to be captured. Also, dl the logic operations have to
finish before the tick of the clock because their find vaues are being cgptured at
the tick of the clock. Therefore, the dock provides the time reference point, which
determines the movement of datain the digital system.



Clock generation and synchronization

In this section, a short overview will be presented on how the system clock is
generated, brought onchip and synchronized with the on-chip dock. In addition,
two typicd clock digner topologies are discussed, and main noise sources out-
lined leading to some well-known design tradeoffs.

System clock

Clock generation begins on a sysem board, where the globd system dock re-
erence is generated from a "crystd" oscillator. This is a circuit that uses a piezo-
dectric quatz crysta or some ceramic maerials, as a mechanical representation
of an dectricd LRC series resonant circuit. Piezodectric effect in a materid oc
curs with the exchange in energy between the mechanicd compression and gp-
plied dectric fidd. In quatz crystd, the physcd dimensons of the ldatice can
veay precisdly determine the oscillation frequency. Vey good propety of such
reonaors is extremey high Q-factor, typically 1000-10000. By attaching a nor
linear element (such as NFET) to the resonaor, the series resistance of the resona
tor is cancdled by the negative resstance of the non-linear dement and "lossless'
ogdllations are maintained. Due to the high quality Q factor, the variation of the
resonant frequency of the oscillator is only afew parts-per-million (ppm).

System clock is set to directly correspond with the speed of data busses on the
system board, i.e. from 66MHz, 100MHz, 133MHz in PC boards, to a few hun
dred MHz in specidized systems. However, the on-chip clocks operate a frequen
cies that are in GHz range. Even if the onboard clock dgnd of the same fre
quency as onchip clock, could be generated, it would be very hard to bring it on
chip, because of large paresitic capacitances and inductances in the package and
bondwiregballs that connect to the die From these reasons the low frequency
gystem clock is firsd brought onchip and then frequency multiplication is pe-
formed to achieve desired on-chip clock rate.
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Fig. 8. On-chip clock skew

With the increase in on-chip clock frequency, it became necessary to diminate
the dday between externd and internd clock (clock skew) caused by the on-chip



clock driver delay, as shown in Fig. 1 with inverter chain representing the equive
lent of the clock driver tree, and flip-flopglatches, the totd cock load. Severd nF
of cock load ae routindy encountered in modern microprocessor designs, [1].
This requires 5 or more FO4 ddays through the clock driver, easily #&ributing to
over 50% of the processor cyce time and causing large setup/hold times for the
input/output  signds. Moreover, due to process and environmental varigtions, the
dday of the clock driver may vary, causing unknown phase reationship of the &
ternd and internal clock. This problem can be solved usng the phaselockedloop
(PLL). The main task of the PLL is to dign the externd reference clock with the
on-chip interna clock a the end of the clock driver, thus éfectively removing the
driver dday (skew).

On-chip clock generators/aligners

There are two main types of PLLs. In firs type, the PLL has its own voltage
controlled oscillator (VCO) that generates the internd cdock which is then digned
to the externd reference clock by the virtue of negative feedback, as shown in Fg.
2. The phese difference between the externd reference dock and the internd dis-
tributed clock is detected with the phase detector, PD, and low-pass filtered, LP, to
cregte the control voltage for the VCO, steering the ostillation frequency in such
direction as to dign the externd and internd clocks achieving idedlly a zero phase
difference, & which a 0 cdled lock is achieved, [2]. This type of PLL was into-
duced first and hence, hitorically kept the name PLL.

Clock driver
PLL v ot
ext. clk lc"’ad
| PD — \ H VCO -+ —[>o——_|_
LP ICIoad
_[>c _ 1
int. clk ICIoad

Fig. 9. The phase-locked loop block diagram and operation

The other type of the PLL is delay-line based or ddlay-ocked loop (DLL). As
shown in Fig. 3, the VCO in the PLL is replaced by the voltage controlled delay -
line (VCDL) which ddays the externa clock, feeding the clock driver, until the
internal clock becomes digned with the externd clock, a which point the control
voltege of the VCDL will kome unchanged and the loop will stay in lock. The
key point to redize is tha in both PLL and DLL, the dignment is possble because
both externd and internd clocks are periodic, hence deaying them by an integer
number of cycles with regpect to each other results in delay cancellation. Other-



wise, it would not be physicaly possible to subtract the delay (skew). It is only
posshle to add some more dday until the totd deay becomes integer number of
clock cydes.
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Fig. 10. The delay-locked loop block diagram and operation

In addition to clock dignment, PLLs can perform frequency multiplication,
which is very useful in microprocessor systems, as explained above. Fig. 3 shows
generd block diagram where the VCO operates a fy~fext” B" C/A, and the fre
quency of the internd dock is fiy= fu/B. Typicaly, the value of B is two, to
guarantee 50% duty cycle of the internd clock, the vadue of A is one, while the
vdue of C is st to the raio between the desired internal clock frequency and the
externd (system) clock frequency [1], adways conveniently set to be an integer
vaue, preferably base two. There are, however, cases where multiple vaues of A,
B and C ae used in the powerup sequence to avoid excessive supply noise on
large chips, like Alpha 21264, [3].
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Fig. 11 PLL frequency multiplication

VCO is built either as a ring oscillator topology or LC tank oscillator, with later
becoming possible with the use of on-chip spira inductors. VCDL can be built of
the same dday eements as the ring oscillaor VCO. Mogt often used delay de
ments are differentid pairs which provide good power supply reection, and re
cently popular, inverters, with power supply regulator that performs power supply



filtering and effectively shidds the inverters of any power supply noise, [3], [6].
For detals on other building blocks of the PLL and DLL we refer the reader to
[2], [4], [5] for further exploration. The following section briefly describes some
of the most important noise sources and tradeoffs involved in PLL and DLL de
sign aswell as comparative andyssof PLL vs. DLL performance.

Main noise sources and optimal loop bandwidth

For the purposes of highdeve andyds we divide the noise sources into three
main categories 1) noise of the reference dock, 2) noise induced in the VCO
(VCDL) and 3) noise induced on the clock during digtribution from the PLL
(DLL) to the latch/flip-flop, here defined as clock driver noise. Since these noise
sources are introduced into the loop at different locations, the transfer functions to
the output are different for each of them. For example, input reference noise is low
pass filtered at the output of the PLL, with filter bandwidth set by the bandwidth
of the PLL. On the other hand, input reference noise passes directly to the output
of the DLL, through the VCDL, without any filtering. Noise induced in the VCO
is fedback to the VCO input (in ringoscillaor implementation) and "accumu-
laed", [4]. Any noise induced in VCO or VCDL is tracked and rejected by the
loop, up to the loop bandwidth. Therefore, the transfer function of noise from
VCO (VCDL) to the output is high-pass, contrary to the one from the input refer-
ence to the output. This immediately points to the possible tradeoff between the
amount of input reference noise and VCO noise, @ the output of the PLL. Indeed,
optimal bandwidth exists a which these two noise sources are balanced and
minimum totd noise is achieved, [7]. In summary, DLLs have better performance
in cases where reference dock is clean and most dominant noise occurs from the
noise induced in the VCDL line. PLLs are, however, better in cases where the n-
put reference noise is dominant, and typicdly worse in cases of dominant noise
induced in the VCO, due to the noise "accumulation” effect, given that compared
VCOs and VCDL s are implemented using the same type of delay dement.

The andysis above is somewhat blurred in modern systems, due to the noise
induced in the clock driver. While VCOs and VCDLs are typicdly implemented
usng 3-6 delay stages, due to the increesng amount of dock load, cdock driver
depth increases from generation to generation, and is over 5 dages in modern
processors. Given that sensitivity of the delay elements in VCO or VCDL is typi-
caly order of magnitude better than that of the inverter, which has 1% dday varia
tion for 1% power supply variation, it can be easily seen that the overal noise of
the distributed onrchip dock is usually dominated by the noise hduced in dock
drivertree.

Regarding the design of the PLLs and DLLs PLLs ae typicdly harder to de-
sgn, due to the dability issues (PLL is a second order system due to the integra-
ing function of the VCO), but offer more flexibility than DLLs, i.e wider locking
range, frequency multiplication, etc. DLLs are smpler to design, given that they
are firg-order systems (unconditionally stable), but offer limited lock range. How-



ever, it is true that more complicated DLLs tha offer smilar flexibility to PLLs
are dso very complex systems, [8].

PLLs are mostly used in modern processors to multiply the frequency of the e
ternd system clock and rgect any exising high frequency reference dock noise
DLLs have recently found applicstion as de-skewing dements in high
performance processors, synchronizing different clock domains on a die to the
globd dock reference from the PLL, [9], [10]. It should be noted, however, that
these approaches only ded with the DC portion of the noise on the clock (Skew),
while AC portion of the noise (jitter) is not eiminated as discussed above. The jit-
ter induced in the clock driver by power supply variations ill presents dominant
source of noise in the onchip clock distribution and reeds to be budgeted for in
any docking methodology .

Clock System Design

Clock system is usudly divided into two digtinct categories: Clock Generation
and Clock Didribution. However, this classfication should be extended by adding
Clocked Sorage Elemets as an additional category because the nature of clocked
dorage dements is intimately connected to the clock system generation and disti-
bution and it is the nature of clocked storage dements that dictates requirements
imposed on the clock system. This relationship is the best illustrated by the choice
of the clocking scheme as show in Fig. 8. The dock sysem could condst of a s+
de-phase clock, twophase, or multiple phase clocks.
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In the older system it was more common to see multiple-phase clocks. As the
frequency of operation keep incresses it became increesingly difficult to control
various phases of the clock and their relationship to each other.

The twophase clock is a robust scheme and is compatible with the design for
testability, a desired feature of a complex computer system. Such a scheme, which
incorporates a test mode, has been used in generations of IBM mainframe com-
puters as a pat of Leve Sendtive Scan Desgn (LSSD) design methodology. The
two non-overlgpping phases of the clock assure a robust clocking system, tolerant
to the manufacturing and process parameter changes.

However, as the quest for more speed continued, combined with the incressed
level of integraion even the relation between two phases of the clock became dif-
ficult to control on the chip. That lead to the wide spread adoption of a single-
phase clock today. The two-phase docking is dill used in some of the systems,
however, it is a snglephase clock that is distributed thought the system and the
two necessry phases are generated locdly. This technique achieves two goas
(@) necessary amplification of the dock dgnds and ability to drive a large row of
sorage dements (register for example), (b.) generation of two clock phases and
compatibility with scan test methodology. A scheme used for loca two phase



clock generation from a singlephase clock digtributed on the chip is shown in Fig.
9. Such aschemeis aso capable of supporting the TEST (SCANN) mode.
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Fig. 13. Locd generation of two -phase clocks as used in IBM PowerPC.

Clock Generation and Clock Distribution

Usudly cock signd is generated usng quartz crysd controlled oscillator to
provide accurate and gtable frequency. Given the size limitation of the quartz crys
ta, the frequency of such generated clock sgnd cannot be very high and frequen
des in excess of 3050 MHz are rarely generated using quartz crysta. The clock
sgnd is conditioned and amplified to reech desrable driving drength before it is
being applied to the outsde pins of a VLS chip from which it is driving an inte-
nd PLL or DLL. Before reaching the boundaries of the VLS chip adjustments to
its shape and form are possible. In older computer systems that consisted of ser-
ed dectronic cabinets didtributed over the “computer floor”, and containing
number of printed circuit boards, adjusment to the clock sgna were made at each
levd. Thus, the clock sgnds were digtributed over longer distances and over ser-
ed levds induding the cabinet, printed circuit boards and modules internd to
them. Those separate entities entered by the clock dgnd were refared as “logic
islands’, the term introduced by Amdahl. The concept of “logic idands’ is illus
trated in Fg. 10.
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At the point of the clock entry to the board or cabinet (referred to as an “is-
land"), further tuning and delay adjusting of the clock signd is possble, as shown
in Fig. 11. Those eements are usualy referred to as “tuning points’. The position-
ing of “tuning points’ in a system is illugrated in Fig.11. Various clock shaping,
forming and tunable delay dements are employed, some of them are illustrated in
Fig. 12. They make it possible to control the timing of the “leading” as well as
“tralling edge’ of the dock sgnd and to produce and “early” as wel as “la€’
clock signd with reference to the nomind clock.

By adjuging the clock delay and subsequently shaping the edges of the clock
sgnd it is possble to create “early”, “nomind” and “late’ clocks as shown in Fg.
13 c. Those clocks can be routed to various points on the board accordingly. It is
obvious that older systems had much greater control of the clock signa than what
is posshle today because once the clock reaches the boundary of the LSl chip,
tuning and shaping of the clock is not possible. This is because it is much more
difficult to perform tuning on the chip due to the lack of externa control and
grester parameter variations on the chip. It is dso difficult to build tuning de-
ments such as indudors on the chip and to make adjustments from outside.
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With the advent of integration the sysems have shrunk dramaticdly in sze.
Today a processor including severd levels of cache memory contained entirdly on
a VLS chip is quite common. The capacity of a VLSl chip for hundreds of mi-
lions of trangstors makes it possible to integrate not only one processor but aso a
multi-processor system onto a single chip. The inability to introduce tuning ee
ments on the chip further aggravates the prablem of didributing the clock signds
precisaly in time since it is not possible to make further adjustment to the clock
sgnd once it has crossed the boundaries of the VLS chip. Therefore a careful



planning and desgn of the on-chip clock didribution network is one of the most
critical tasksin ahigh performance processor design.
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(c) [Wagner D& T]

Typicaly on a complex processor chip the clock signal has to be digtributed to
severd hundreds of thousands of the clocked timing eements (known as flip-flops
and laches). Therefore, the clock signd has the largest fan-out of any node in the
design, which requires severd levels of amplification (buffering). As a conse
quence of such a load imposad to the dock signd, the clock sysem by itsdf can
use up to 40-50% of the power of the entire VLS chip [lpha Gronowsky-9§].
However, it is not only the power that represents the problem associated with the
digribution of the clock signds Since we are deding with synchronous systems



we mugt assure that every clocked storage element receives the clock signd pre-
cisdy a the same moment in time. Tracing the path of the clock signa from its
origin, entry point to the VLS chip to different clocked storage elements receiv-
ing it, the clock signd traverses different paths on the VLS chip. Those paths may
differ quite a bit in severa dtributes such as: the length of the path (wire), the
physical properties of the materid dong different paths, the differences in clock
buffers on the chip as a consequence of the process variations and generd effects
of non-uniformities of the chip and of the process. The negative effect of those
variaions on the synchronous design is that different points on the chip will re-
ceive the clock sgnd at different moments in time. This is known as “the clock
skew” and will be defined in more precise terms later in this book.

There are severd methods for the on-chip dock signd didtribution that attempt
to minimize the clock skew and atempt to contain the power disspated by the
clock system. The clock can be digtributed in severa ways of which it is worth to
consider the two typica cases. (8) an RC matched tree and (b) a grid shown in Fg.
14.
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Fig. 18. Clock distribution methods: (a) an RC matched tree and (b) agrid

An RC matched tree (8) is a method of assuring (to the best of our abilities) that
al the pahs in the clock distribution tree have the same delay which indudes the
same resistance-capacitance as well as the same number of equa size buffers on
the clock sgna path to the storage eement. There are severa different topologies
used to implement and RC matched tree. The common objective is to do the best
possible in bdancing various clock signd paths across the variations points on the
VLS chip. An example of four different topologies (as teken from Bailey [Anan
thas book] isshownin Fig. 15.
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Fig. 19. Different topologies of RC delay matched clock distribution: (a) a binary tree (b)
and H tree (c) and X tree (d) an arbitrary matched RC matched tree [Bailey]

If we had superior Computer Aided Design (CAD) tools, a perfect and uniform
process and ability © route wires and baance loads with a high degree of flexibil-
ity, a matched RC dday clock digribution (@) would be preferable to grid (b).
However, neither of that is true. Therefore grid is used when clock distribution on
the chip has to be very precisely controlled. This is the case in high performance
systems. One such example is DEC Alpha processor, which was a speed champion
for severad generations of microprocessors starting with their firsde 200MHz design
introduced in 1992 and ending with 600MHz design in 1998 feferences to aphal.
The picture of the clock distribution grid together with the clock skew is shown in
Fig. 16. However, the power consumed by the clock is aso the highest in cases &
ing grid arangement. This is not difficult to undersand given tha in a grid a-
rangement a high-capacitance plate has been driven by buffers connected a veri-
ous points.



Fig. 20. Clock distribution grid used in DEC Alpha 600MHz processor [Jo SSC, Nov 98]

Timing parameters

It is appropriate at this point to consder the clock distribution system and &
fine the clock @rameters that will be used thought this text. For the purpose of the
definition we should gart with the Fig. 17 showing timing parameters for a sngle
phase dlock.

The cock sgnd is characterized by its period T which is inversdy proportiona
to the clock frequency f. The time during which the clock is active (assuming logic
1 vaue) is defined as cdock width W. The ratio of W to FW is ds0 defined as
dock duty cyde Usudly dock sgnd has a symmetric shape, which implies 50-50
duty cycle. This is dso the best we can expect, epecidly when digtributing a high
frequency clock. Another important point is the ability to precisdy control the
duty cycle. This point is of specid importance when each phase of the clock is
used for the logic evauation, or when we trigger the dock dorage eements on
eech edge of the clock (as we will see laer in the book). Some recently reported
work demongrates the ability to control the duty cycle to within +.5% [Al-
phat00-Josc].

There are two other important timing parameters that we need to define Clock
Skew and Clock Jitter .
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Clock Skew

Clock skew is defined as a soatid variation of the cock signd as distributed
thought the system. The dock skew is measured from some reference point in the
system: the clock entry point to the board or VLSl chip, or the central point from
where the clock digribution starts. Due to the various RC characteristics of the
clock paths to the various points in the system, as well as different loading of the
clock signd at different points the clock signa arives at different time to different
points. This difference measured from the reference point to the particular timing
dement is defined as the dock skew. Further we can digtinguish globd dock
%ev and locd dock skew. Our definition of the cock skew describes globd
clock skew. Clocks skew occurring between two adjacent clocked dorage de-
ments that are connected and with no logic in-between can represent a problem of
data racethrough. Therefore characterizing a maximum clock skew between two
adjacent timing elements is important. A maximum clock skew between two adja
cent timing dements is defined as locd dock skew. Both of them are equaly im-
portant in high-performance system design.

Clock Jitter

Clock jitter is defined as tempord variation of the clock signd with regard to
the reference trandtion (reference edge) of the dock sgnd as illusrated in Fg.
17. Clock jitter represents edge-to-edge vaiaion of the clock sgnd in time As
such clock jitter can dso be cdassfied as longterm jitter and edgeto-edge clock



jitter, which defines clock dgnd variation between two consecutive clock edges
In the course of high-gpeed logic design we are more concerned about edge-to-
edge dodk jitter because it is it is this phenomena that affects the time available to
the bgic. Long term jitter usudly affects the processes associated with communi-
cation and synchronization between various blocks within a system that need to
operatein synchrony with each other.

Theory of Storage Elements

The function of gstorage dements: flip-flops and latches, is to capture the infar-
mation at a particular moment in time and preserve it as long as it is needed by the
digitd system. Having said o, it is not possble to define a storage dement with
out defining its relationship to some mechanism in a digital system, which is used
to determine time. This definition is generd and should include various ways of
implementing a digital system, including asynchronous systems. More particularly
the element that determinestimein asynchronous system isthe dock.

Latch based Storage Elements

A smplest storage eement consists of an inverter followed by another inverter
providing a postive feedback. The information bit a the input is thus locked do to
the feedback loop and it can be only changed “by force’ — i.e. by forcing the out-
put of the feedback inverter to take another logic value. This configuration is very
frequently used and is dso known as “keeper” — a circuit that keeps (preserves)
the information on a particular node.

If we were D avoid the power dissipation associated with overpowering (forc
ing) the keeper to change its vaue we mug introduce nodes that will help us in
changing the logic value stored in the feedback loop. For that purpose we are free
to use logic NAND or NOR gates, as shown in Fig. 18. Paticularly interesting is a
smple modification of the diagram, which highlights the Sum-of-Products nature
of this logic topology shown in Fig. 18 (c). This topology will lead us laer to the
“Eal's Lach” which was used extendvely in IBM mainframe machines [Edr-
Hdin-Flyn].
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It is easy to derive a Boolean eguation representing a behavior of presented SR
of latch. It is important to note that the next output Q1 is a function of @, Sand
R dgnds. Later in this book we will exploit those smple dependencies in order to
desgn improved clocked dtorage dements. Presented SR laich can change the
output Q at any point in time. In order to make it compatible with the synchronous
design we will restrict the time when Q can be affected by introducing the clock
sgna which gates S and R inputs. If the data input D is connected to S, and the
property of SR latch, which makes S and R mutualy exclusive is gpplied, the e
aulting D latch is shown in Fig. 19 (8). The asociated timing diagram of a D-
Latch is shown in Fig. 19 (b). The latch is ‘transparent” during the period of time
in which clock is*“ active’ —i.e assuming logic 1 vaue.
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Fig. 23. (a) Clocked D-Latch (b) timing diagram of clocked D-Latch

The redlizetion that a lach can be built in a Sum-of-Product topology (Fig. 18.
(c) ) tels us that is possible to incorporate logic into the laich, given that the Sum-
o-Products is one of the bedc redization of the logic function. This leads us to
the “Eal’s Lach” which was invented in the course of devdopment of a wdl-
known IBM S360/91 machine [reference to IBM 360]. Badc Edr's Latch configura
tion is shown in Fg. 20 (a), while a latch implementing Carry function is shown in
Fg. 20 (b).
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Fig. 24. Basic “Earl’s Latch” (a) Implementing “ Carry” function (b)

In order to avoid the transparency feature introduced by the latich, an arange
ment is made in which two latches are clocked back to back with two nor
overlapping phases of the clock. In such arangement the first laich serves as a
“Magter” by receiving the values from the Daa input and passing them to the
“Save’ latch, which smply follows the ‘Mager”. This is known as a Madter-
Save (M -§) Lach arangement or L1 — L2 latch (in IBM). This is not to be con
fused with the “Flip-Flop”, though it seems that many practitioners today do erro-
neoudy cdl this arangement a Hip-Flop (F-F). We will insst on the terminology
that distinguishes Hip-Flop from M-S Latch and we will explain the fundamenta
differences between the F-F and M -S Latch later in this book.
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Fig. 25. Master-Save Latch arrangement with: (8) non-overlapping clocks (b) single &-
ternal clock (c) timing diagram.

In a Master-Save arangement the “Slave’ lach can have two or more masters
acting as an internd multiplexer with Storage capabilities. The firg “Mager” is
used for capturing of data input while the second Master be used for other pu-
poses and can be clocked with a separate clock. One such arrangement, which util-
izestwo Mastersisawdl known IBM Level-Senstive Scan-Design (LSSD).

In LSSD design (shown in Fig. 40 and 41) during the norma operaion the sys-
tem is clocked with clocks C and B and the storage elements are acting as standard
M -S latches. However, dl sorage elements in the system are interconnected in a
long shift register using the dternate Master. The input and the output of such
shift-register are brought out to the externd pins. In the test mode the system is
clocked with A and B thus, acting as a long shift register so that the state of the
mechine can be scanned out of the system and/or a new gtate scanned in. This
greetly enhances the controllability and observability of the internd nodes of the
system. LSSD became a mandated standard practice of al IBM designs and it has
migrated into the industry as a“ Boundary Scan” |EEE Standard 1149.
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True-Single-Phase-Clock (TSPC) Latch

TSPC Lach (Fig. 21), deveoped by Afghahi and Svensson [Afghahi, Svens
son] is a fast and smple gructure that uses a singlephase clock. This latch was
oonstructed by merging two parts consisting of CMOS Domino and CMOS
NORA logic. During the active clock (Clk=1), CMOS Domino evauates the input
in a monatonic fashion (only a transition from logic O to 1 is possble), while
NORA logic is prechagng. Alternaively during inactive clock (Clk=0) Domino
is being precharged (thus non-transparent) while NORA is evaluating its input.
The combingion of NORA and Domino logic blocks results in a Magter-Save
Latch that requires only asingle clock (TSPC).
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Fig. 27. True Single Phase Clock (TSPC) Latch introduced by Afghahi and Svenson [Afgh-
Svenson|



The operation of TSPC latch is illustrated in Fig. 22. While Clk=0, the fist n-
verson dage is trangparent and the seond haf of TSPC is precharged. Thus, at
the end of the half-cycle during which CIk=0, the input D is present at the input of
the Domino block as its complement D . When the clock switches to logic 1
(Clk=1), Domino logic evaluates and the output @ either stays a logic O or makes

transition from O to 1 depending on the sampled input vaue D . This transition
cahnot be reversed until the next cdock cycle. In effect the fist inverter connected
to the input acts as a “Master Latch”, while the second (Domino) stage acts as a
“Save Lach’. The tranfer from Magter Laich to Slave Lach occurs while the
clock changes its vaue from logic O to logic 1. Thus, TSPC behaves as a “rasing
edge’ triggered Hip-FHop. It is dso frequently called a Hip-Hop, though by the
nature of TSPC operation this classification isincorrect.
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Fig. 28. TSPC Latch operation
Due to its smplicity and speed TSPC was very popular way of implementing
clocked storage element. However, TSPC sructure suffered a drawback exhibited

in sengtivity to glitches created by the clock. This glitch is exhibited on the output
holding alogic vaue of “1”, while the input istrangtioning from D=0 to D=0.

Pulse Register Single Latch

Recognizing the overhead imposed by Master-Slave latch design and the hez-
ads introduced by a single-latch design, an idea of a dngle lach design clocked



by localy generated short pulses evolved. The idea is to make a clock pulse very
short and thus reduce the time window during which the latch is transparent. There
dill exist a hazard of “short paths’ that may be captured during the same clock.
Given that the clock pulse is short this hazard is greatly reduced and it is possble
to “padd” (add inverters) those paths so that they would not represent a problem.
However, such a short clock cannot be distributed globaly because the clock dis
tribution network would absorb it. There is dso a danger because due to the proc
ess variations the duration of that clock pulse will vary from place to place and
from chip to chip. Therefore the pulse clock is generated locdly and it usudly
drives a regiser condding of severd such singledaiches physicaly located very
close to each other. It is obvious that this method would loose its alvantages if
every dngle latch would require separate clock generator as seen from Fg. 23 (@
and (b).

CLKB
EN —[>°1
Ck.in_| Jor’s
T ke Dln_EI Dout
].: CLK

@ (b)

Fig. 29. Pulse Latch: (a) local clock generator, (b) single latch

The produced by locd clock generator must be wide enough to enable the laich
to latch its data. In the same time it must be sufficiently short to minimize the pos-
shility of “criticd race’. Those conflicting requirements make use of such single
latch design hezardous reducing the robustness and redliability of such design.
Neverthdess, such design has been used in some processors due to the criticd
need to reduce cycle overhead imposed by the clocked storage eements. Another
advantage benefit of this design is low power consumption due to the common
clock Sgnd generator and Smple structure of such asinglelatch.

Flip-Fop

The Hip-Flop and the Latch operate on different principles. While a Latch is
“levd-sengtive” which means it is reacting on the levd (logicd vaue) of the
cdock dgnd, Hip-Flop is “edge senstive’ which means that the mechaniam of
capturing the data value on its input is related to the changes of the clock. Thus,
the two are designed to a different set of requirements and thus consst of inhe-
ently different circuit topology. Level sengtivity implies thet the laich is capturing
the data vdue during the entire period of time when dock is active (logic one),



thus the latch is transparent. The capturing process in the Flip-Flop occurs only
during the transition of the clock (from zeroto-one or from oneto-zero), thus the
Flip-Fop is not transparent. In fact even the FHip-Flop can have a very smdl -
riod of transparency associated with the narrow window during which the clock
changes, as it will be discussed later. In generd we treat Flip-Flop as a non-
trangparent clocked dorage dement. Given that the triggering mechanism of a
Flip-Fop is the trandtion of the cdock dgnd, there are saverd ways of deriving it
from the clock. For better understanding it pays to look a an early verson of the
Flip-Flop as used in ealy computers and digitd systems shown in Fig.21. The
pulse, which causes the change, is derived from the cdock by usng a smple diffe-
entiator congsting of a capacitor C and resistor R. One can dso understand a dan-
ger introduced by the Hip-Flop. If the clock transition is dow such a derived pulse
may not be cgpable of triggering the Hip-Fop. On the other hand, even a smdl
glitch on the clock line may cause fase triggering.

Ol
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Fig. 30. Early version of aFlip-Flop (a) Texas Instrument SN7474 (b)

A generd dructure of the FHip-Fop is shown in Fig. 22. It is worth noting the
difference between a Hip-Flop dructure and that of the M-S Latch arrangement
shown in Fig. 19. A Hip-Flop consigts of two stages. (a) Pulse Generator - PG (b)
Capturing Latch - CL. The pulse generator PG generates a negative pulse on either
Snot or Rnot lines which are normally held a logic “ong’ leve. This pulse is a
function of Data and Clock signds and is of sufficient duration to be captured in
the capturing laich CL. The duration of that pulse can be as long as hdf of the
clock period or it can be as short as one inverter ddlay. On the contrary M-S Latch
generally consists of two identicd clocked laiches and its nontransparency feature
is achieved by phasing of the clocks C; and G clocking master latch Iy and dave
latch L.
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Fig. 31. Generd Hip-Flop structure

Particularly interesting is SN7474 Flip-Flop that was introduced by Texas In
strument as shown in Fig.26 (b). In order to behave as a Hip-Flop (sengtivity to
the change of the rasing edge of the dock), an intricate race is introduced in the
PG block that prevents any change on Snot and Rnot lines after the clock has
transitioned from logic “zero” to “on€’. Anayss of the PG block of SN7474 can
be done with help of Fig.28 (8) Delay mismatch that can occur due to the process
vaiations can result in mafunctioning of this Hip-Flop as shown in Fig. 28 (b).
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Fig. 32. Pulse Generator block of SN7474 (a) mafunctioning due to a gate delay mismatch
()

The relationship of Shot and Rnot signas with respect to Data (D) and Clock
(CIK) signdl can be expressed as:



S, =CIKR(D +S) and R =CIkS(D +R) &)

The expressions for the next vaue of the st sgnd S, (as well as reset signd
R, provide a quick and simple ingght into the functioning of the PG block of this
Flip-Flop. Smply stated in words the equetion for S, tells us the following:

The next date of this FlipFlop will be set to “one’ only at the time the clock
becomes “ong’ (raising edge of the clock), the data at the input is “onég’, the flip
flop is in the “deady date’ (both S and R are “zero”). The moment Flip-Flop is
st (S=1, R=0) no further change in data input can affect the Flip-Flop date data
input will be “locked” to st by (D+9=1, and reset R would be dissbled (by
S=1).

This assures the ‘edge sengtivity” — i.e. after the tiangtion of the clock and se-
ting of the S or R dsignd to its desred sate, the Flip-Fop is “locked” and no
changes can occur until clock trandtion to “zero” (making both S=R=0), thus ere-
bling the Flip-Flop to receive the new data.

It is interesting to note that it took engineers several atempts to come to the
right drcuits topology of this Flip-Flop. The Hip-Hop used in the third generation
of Digitd Equipment Corp. 600MHz Alpha processor used a version of the Hip-
Flop introduced by Madden and Bawhill, which was based on the static memory
cdl design [Madden and Bowhill patent]. This particular Flip-Flop is known as
Sense Amplifier Hip-Flop (SAFF). Development of the Pulse Generator block of
this Hip-Hopisillustrated in Fig.29.



L

Clk Il]_

@

—-|IJMP1 M’\:It—><—¢IJM Mo

Ol

Clk

ol

O

©

Fig. 33. Pulse Generator stage of the Sense Amplifier Flip-Flop: Madden and Bowhill
[patent 4,910,713] (a) Improvement for floating nodes, Doberpuhl [Doberpuhl Stron-
gARM](b) improvement by proper design Nikolic and Oklobdzija [ESSCIRG-99] (C)



The behavior of SN7474 Hip-Flop and Alphas SAFF is identica. When sd-
ting the Flip-Flop both of them hold Snot (or R-not) line a logic “zerd” for the
duration of the clock active (logic “ong’) vaue and resst them to logic “on€’ once
the clock returnsto logic “zero” (inactive state).

One of the objectives of this book is to clear up the confusion caused by intio-
duction of various types of clocked storage eements that were introduced under
vaious names and cdassfications We will examine another way used in practice
to create the Hip-Flop. In SN7474 disabling of the input is done after a short delay
necessxty to sat S (or R) to the next vaue, thus achieving the ‘edge property’.
That short delay is essentid and cannot be avoided. It is reflected in the Setup and
Hold time parameters of the Flip-Flop.

Time Window based Flip-Flops

Digitd circuits are based on discrete events. Not only are the logic signds a st
of discrete voltage levels, but dso the time is based on ether the events of the
clock (risng or faling edge) or finite delay based on the propagetion through one
or more logic dements used. Therefore, determining when to shut the FHip-Flop is
ads based on discrete time events with reference to the dock, such as one or more
inverter or gate delay units The common technique used to generate the time ref-
erence dgnds is to generate a short pulse usng the property of re-convergent fan-
outs with non-equal parities of inverson. This method is illustrated in Fig. 25. The
traling edge of this short pulse is used as a time reference for shutting the Flip-
Flop off. By using this short pulse and depending on the particular implementation
of the Flip-Flop a passible short trangparency window of the Flip-Flop may be -
troduced. This short transparency has been a sumbling block and a source of mis-
understandings in classfying the timing eement introduced. One such a Hip-Flop
introduced as a Hybrid Latch FHip-Hop (HLFF) is a FHip-Flop, which we will use
as an example in this book. The confusion caused by the short trangparency caused
its inventor to treet it as a latch, but since its behavior was not that of the laich a
dual name HLFF was the result of it [Partovi HLFF]. HLFF is shown in Fig. 26.
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Fig. 35. Hybrid-Latch Flip-Flop (HLFF) introducedby Partovi [Partovi HLFF 1SSCC]



Rigorous andyss will show incompleteness of this design, which resulted in
imperfections demongtrated by this Flip-Flop. Logic representation of this Flip-
Flop shows two NAND gates connected in series (Fig. 27). The first NAND gate
creates the pulse if D=1. Daa is serving as a pulse endbler or pulse inhibitor, @&-
pending of the vdue of D.

Second
Stage Latch
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Generator D‘:O signal at—d

= node X
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Fig. 36. Logic representation of Partovi’s Hybrid-Latch Flip-Fop (HLFF)

The problem with this structure comes from its incompleteness in the second
dage In order to avoid an excessve number of p-MOS transistors the second
NAND gate is not complete and its output node is floating when the output node
X from the first NAND is &t logic “one’ and the clock pulse has ended. In essence
this node (X) represents the Snot signa from the pulse generator. The absence of
the R-not signd, due to the single ended implementation of this Flip-Flop hinders
that ability to redize the Hip-Flop function completely, as it the case of complete
SAFF [ESSCIRC, Nikadlic, Oklobdzijg. This floating output node is susceptible to
glitches and even dightest migmaich of clock sgnds. When data input D=1, the
output will first capture X=1 followed by X=0 causing a dlitch on its output. This
isan inherent problem of HLFF structure.

More systematic approach in deriving a single-ended Hip-Flop is shown in Fig.
28.
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Fig. 37. Sysematicaly derived singleended Hip-Flop (Nedovic, Oklobdzija) [Nedovic
Oklobdzija 1CCD2000]

Hip-Hop shown in Fig. 28. has three time reference points (a) rasng edge of
the Clk sgnd, (b) fdling edge of the Clk sgnd after passng through three invet-
es Invis (c) rasing edge of the Clk dgnd after passng through two inverters
Invy,. The derivetion of this drcuit modes rasing edge triggered Hip-Flop be
havior using three time reference points. Those equations describing the behaviour
of thisFlip-Flop are presented:

Thenode X isrepresented as:
X =(Clk + CLKbb)* (D* Clkbbb+ X) (2

The nMOS transstor section is a full redization of this eguation. The pMOS
section can be somewhat abbreviated for performance reasons into:

X = (Clk +CLKbb)* (Clkbbb+ X) ®
The second stage(capturing latch) isimplemented as:
Q= X *(CLKbb+Q) @

The dock sgnd Clk, after two inversions is designated as Clkbb while after
three inversons as Clkbbb.

This Flip-Flop does not have hazards and is outperforming HLFF as wdl as
SDFF Hip-Flops [KlassSDFF].



Flip-Flop and Latch parameters

Flip-Flop and Latch do behave differently, however, it is possble to establish
some common parameters for both. We will define them on a Hip-Flop and &
tend this definition to a L atch.

Setup Time

First, we should define an “active edge’ of the clock as an event in time cas
ing the activity of the dtorage dement. For the purpose of the further discusson
we may temporarily assume that the leading edge (trangtion from logic “zero” to
logic “one”) of the dock isthe “ active edge’ .

Setup time is defined as period of time before the active edge of the clock dur-
ing which the data need to be dtable in order to assure a reliable torage of infar-
mation into the clocked storage dement.

Hold Time

Hold Time is defined as a period of time after the active edge of the dock has
occurred during which the data is not dlowed to change in order to assure reigble
storage of information into the clocked storage dement.

Both Setup-Time and HoldTime define a Sampling Window, which is the total
time during which data must remain gtable in order to assure rdiable storage of -
formation. Further, we define the time during which clock is active (assuming
logic “ong’ vaue) as the Clock Width. For illustration purposes, Setup Time, Hold
Time, Sampling Window and clock Width for a Flip-Flop are shown in Fig. 29.
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Fig. 38. Definition of: Setup Time, Hold Time, Sampling Window and Clock Width for a
Hip-Flop.

The minima cdock width Ty necessary for reiable capture of data into the
clocked gtorage dement is not simply equd to the Sampling Window, as it may
appear, because the dock sgnd and the data Sgnd may not necessarily have the
same paths aswell asthe same loads insde the clocked storage ement.

The dtuaion with the latch is different as illustrated in Fig. 30. The setup time
for the laich sarts from the trailing edge of the clock signa because closing of the
latch is the action that would capture the last data that was present in the latch. In
addition there are two ddlay times defined too (as in the Hip-Flop) and bg because
of the two possble scenarios (a) data being present and waiting for the clock to
open the latch (b) data arriving while latch is open.

Setup and Hold Time Properties

Having defined Setup and Hold time the question about faling mechanism of
the clocked storage eement remains. When will the process of goring the infar-
mation fail due to the Setup or Hold time violation? This is not an abrupt process
as the definition of Setup and Hold time implies. If we establish an experiment in
which we will dday the data arrival closer to the clock we will observe that at first
Clock-to-Q dday (tog) of the storage element will start to incresse before the cap-
turing mechanism fails Similar hgppens on the other end when Hold time is
gradudly violated. This behavior is shown in Fg. 31 Thus, a vaid quedtion is
raised: how do we dfine Setup and Hold time? Is it the moment g Starts to raise,
the moment tq resches a certain vaue, or the moment the clocked storage e
ment starts © fal ? Those questions require some careful consideration. Obvioudy
we do not want to dlow the data to come to close to the failing region from the
fear that we may have an unrdiable design. However, keeping the data too far
from the faling region t&kes away our precious cycle time, thus impacting the pe-
formance nectively.



Data Q

Clock
"
——1 H
f——.rP\N———I’
D 1

(b)
Fig. 39. Latch: Setup and Hold Time: (a) early data D, arrival (b) late dataD , arrival

It would be appropriate to remark that the failure mode of the Hip-Flop does
not necessarily follow the fallure mode of the Lach as a result of the Setup or
Hold time violations. Depending on the Fip-Flop implementation, violaion of the
Setup or Hold time may lead to oscillations in the Pulse Generator dtage of the
Fip-Flop. As a result, once the oscillation occurred it is unpredictable what the
output value Q to which the Captuing Latch will be set will be. These oscillations
in the Fip-Flop usualy occur abruptly as opposed to the more gradud dday in-
creae encontered with the latich. Therefore one needs to be much more careful
with the Flip-Flop than with the |atch based design.

This is obvioudy a dilemma. Some designs resort to establishing somewhat &
bitrary number of 520% such that te Setup and Hold times are defined as the
points in time when the Clock-to-Q (tog) delay raises for that amount. We do not
find this ressoning to be vadid. A redrawn picture, Fig. 32, where Datato-Q (tdq)
delay is plotted answers this question. From this graph we see that in spite of
Clock-to-Q ddlay rising, we are gill gaining because the time teken from the g/de
is reduced. In other words the increase is storage element dday is ill samdler than
the amount of time data is delayed, thus alowing more time in the cycle for the
useful logic operation. However, we ae darting to encounter new phenomena
known under different names such as “time borrowing”, “cyde deding” and



“dack passing”’. We will use the term ‘“time borrowing” in the further text. h o-
der to understand the full effects of dedayed data arrivd we have to condder a
pipdined design where the data captured in the first clock cycle is used as input
datain the next clock cycle as shownin Fg. 33.
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Fig. 42. “Time Borrowing” in a pipelined design

As it can be observed from Fig. 33, the “sampling window” moves around the
time axes. As the data arives closer to the clock the size of the “sampling win-
dow” shrinks (up to the optima point). However, even though, the sampling wi-
dow is smdler, the data in the next cycle will gill arrive later compared to the case
where the daa in the previous cycle was ready well ahead of the setup-time. The
amount of time for which the Tre; was augmented did not come for free It was
smply taken away (“stolen” or “borrowed”) from the next cycle Tre. As a result
of late data ariva in the Cycle 1 there is less time available in the Cycle 2. Thus a
boundary between pipeine stages is somewhat flexible. This feature not only
helps accommodate a certan amount of imbaance between the criticd paths in
various pipeline stages, but it hdps in asorbing the clock skew and jitter. Thus,
“time borrowing” is one of the most important characterigtics of high-gpeed digita
systems.

Pipelining and timing analysis

Analysis of a System with a Single Flip-Flop

For the proper discusson we should analyze the timing Stuation in a pipeined
system. Firgt, we should start with a smplest case of a Flip-Flop and a single
clock being used in the design. This stuetion is illugtrated in Fig. 34. Much of this
discussion is taken from the paper by Unger and Tan [Unger & Tan] with some
dight changesin notation. There are two eventsthat we need to prevent:



(a) Data arriving too late to be captured rdiably in the next cycle. There are
two possble scenarios here: ether the data arrived far too late and is com-
pletely is missed in the next cycle, or it just sufficiently late to be violating
the sstup time requirement of the storage dement, thus not assuring reli-
able apture.

(b) Data arrives too early (during the same cycle), thus violating the hold time
requirement for the Flip-Flip.
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> logic J P
Q Q
Clock 1— Source Clock 2 Destination
F-F F-F
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Ca
data arrives too Socm\'/i data arrives too late |

u
early clock arrival

Fig. 43. Timingin adigital system using asingle clock and Hip-Hops
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In either of the cases we can not assure that the data will be capture in the next
cycle, therefore we are not able to guarantee a reliable operation of the sysem. In
order to perform a smple andysis of this system, let us assume that the clock
skew and jitter combined can cause a maximd deviaion of the leading edge of the
clock for T_ amount of time from the nomina time of arrivd (and Ty for the trail-
ing edge). If we st the time reference to t=0 for the nomind leading edge of the
clock for the Cyde 1 than we have afollowing relaions:

oy =T+ DCQM *leg ©®

The latest possble ariva of the data in the next cycde occurs under the follow-
ing circumstances. (a) data was captured at the latest possible moment due to the
clock skew and jitter, (b) the Flip-Flip that captured the data was the dowest pos
sible (keep in mind that Hip-Flop delays will vary due to the process variations),
() this data traveled through the longest path in the logic (critica peth).

to)n=P-T -U ©®



The dock leading edge in the next cycle arrived a the earliest possible moment
P-T, , However, in order to capture the data relisbly the data should arrive a least
for the setup time U before the leading edge of the clock. This leads to the follow-
ing equdlity:

P-T -U3T +Dcoy +tx )

From this equality a congtraint for the clock period P (speed of the clock) is a-
rived:

P32 2T +U + Doy *icr ®)

Alternatively for a given clock speed the longest criticd path in the logic has to
be shorter than:

tCR £EP- 2Tl_ +U + DCQM ©

This is one of the fundamental equations. Basicaly it shows that the time avail-
able for information processing is equd to the time remaining in the cdock period
after the clock skew is subtracted for both edges and the time dita spend traveling
through the storage element.

It is commonly misunderstood that the Flip-Flop provides edge-to-edge timing
and is thus easier to use because it does not need to be checked for hold-time vio-
lation. This is not true, and a smple anadyss that follows demonstrates that even
with the Flip-Flop design the fast paths can represent a hazard and invdidate the
Sy dem operation.

If the clock controlling the Flip-Flop releasing the data is skewed so0 that it &
rives late, and the clock controlling the Flip-Flop that receives this data arives
late, a hazard dtuation exists. This same hazard Stuation is present if the data
travels through a fast path in the logic. A fast path is the path that contains very
few logic blocks, or none a dl. Referring to Fig. 34. this hazard, which is dso e
ferred to as critical racecan be described with afollowing set of equations:

toear =T *+ Deom + Dim (10)

toearn == T, +H 1y

Equation (10) represents the time of the early ariving signd togs, Which
should not be earlier than the time described by (11), otherwise there will be a
hold-time violation of the daa receiving Flip-Flop. This condition is represented
by the inequality (12):



'TL+DCQm+DLm>'TL+H (12)

In this equetions Dqy, represents the minimal Clock-to-Q (output) delay of the
Hip-Hop and D, represents minima delay through the logic (as opposed to the
use of index M where Dy, and D, represent maximal delays).

Equetion (12) gives us a condraint on the fast-paths. i.e. no Sgnd in the logic
should be teking the time shorter than D g otherwise there will be holdtime viola
tioninthecircuit.

D >Dg =21 +H- Dgop, )

Further, the clock has to be active for some minima duraion (in order to assure
reliable capture o data):

W3 T +T; +C,,, (14)

Equations (9),(13) and (14) provide timing requirements for relisble operation
of asystem using Flip-Flops.

Analysis of Single-Latch Based System

Single latch based system is more complex to andyze than Flip-Flop based sys
tem. However, its andysis is gill much smpler than a genera analysis of a two
latch (Magter-Save) based system, which is shown in [Unger-Tan]. Use of a singe
latch represent a hazard due to the transparency of the latch, which introduces a
possihility of races in the sysem. Therefore, the conditions for single-latch based
system must account for critica race conditions. As the previous anaysis showed,
presence of the storage element dday decreases the “useful time” in the pipdine
cyde. Therefore, in spite of the hazards introduced by such design, the additiona
performance gain may well be worth the risk.

Some well-known systems such as CRAY-1 super-computer do use single
latch. This decison was based on peformance resson. Second generation Digtd
Corp. “Alpha’ 21164-processor uses sngle-latch basad design as wdl. A diffa-
ence batween “Alpha’ and “CRAY-1" is in the way single latch has been used in
the pipdine. Two ways of structuring the pipeline with the single latch is shown n
Fig. 35. In Fg. 35 (a) a draght forward way of usng a single latch is shown.
Here dl the latches in the system are “transparent” while the clock is active (logic
1) and dl the laches are “opaque’ (nontrangparent) when the clock is inactive
(logcO).
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Fig. 44. Two ways of using asingle-latch in asingle latch based system

We will base the andyss of a single-latch based design on the well known @
per by Unger and Tan [Unger-Tan]. The cae (a) is easier to andyze while the case
(b) becomes more complex.

In the case of a latch signd need to arrive for setup time U before the trailing
edge of the dock (which doses the laich). However, this edge could arrive earlier
because of the cdock skew. So, the latest arrival of the data that assures rdiable
capture after the period P hasto be:



toa EW-T, -U+P (15

Data that is to be captured at the end of the clock period could have been a e
sult of two events (whichever later):
(@) daa was ready, dock arived a the latet possble moment T, and the
worse case delay of the latch wasincurred which is Doy
(b) cdock was active and data arived a the last possble moment, which is a
setup time U and clock skew time T+ before the trailing edge of the clock.
In both cases (8) and (b) the path through the logic was the longest path D .

Thus the data to be captured in the next cycle, under the worse scenario (either
(@ or (b)) hasto arrivein timeto be reliably captured in the next cycle:

max{T, + DegyyW - T- U + Dy} + Dy 2W-T-U+P (9

This gives us a condraint for the clock speed in terms of the duration of the pe
riod P such s

P3 max{T, + T, +U + Degy - W,Dpouf+ Dy (17)
Thisinequdity breaks down into two inequalities (18) and (19):
P2 D, +D +T +T; +U +-W (18)

CQM

P3 Dy, +Dpoy (19

Equation (19) shows the minima bound for Py, which is the time to traverse
the loop consging of the maxima deay of the daa pasing through latch and
through the longest path in the logic. In other words:

“Sarting from the leading edge of a clock pulse, there must be time, under
worse case, before the trailing edge of the clock, for a signal to pass through the
latch and the logic block in time to meet the setup time condtraint” [Unger-Tan)].

The vdue of P = P,, determines the highest frequency of the clock for thet sys
tem. However, this does not come without price. Given that the loop through the
logic and the latch is open, we have to asure that any of the ‘fagt paths' that may
exig in the logic does not arive sooner than the next period of the clock. This
leads to the following analysis for fast paths.

The fastest signal, traveling through the fastest path in the logic, should not &
rive before the latest possible arrivd of the same dock:
t Sty tH=W+T, +H (20)

There are two possible scenarios for the early arival of the fast sgnd: (8 it
was laiched early and it passed through a fast path in the logic, or (b) it arived

DEArrN



early while the latch was open and passed through the fast latch and fast path in
thelogic. Thisis expressad in equation (21):

toearrn = mn{tCEL + DCQm'tDEArr + DDer} +D,, (21

The earliest arival of the dock teg happen if the leading edge of the clock is
skewed to arive early —T,. Thus, the conditions for preventing race in the system
isexpressed as:

min{-T_+D +Dpgrf + Dy S W+T, +H @)

CQm’tDEArr

It is obvious that the earliest possble arriva of the clock plus clock-to-output
dday of the latch has to be earlier in time than early ariva of the data (while the
latch is open) plus datato-output delay of thelatch. Thus:

- T, +Degmn t D WHT +H ()
which gives usalower bound on the permissible sgnd delay in thelogic:
DLm > DLmB 3 W+TT +TL +H - DCQm (29

Thus the conditions for reliable operation of a system usng a single lach are
described by equations (18),(19) and (24) which are repeated here for clarity:

P2 Dy +Degy +T, +T; +U +-W (18)
P2 Dy, + Doy (19)
Din > D 2 W+T; +T_ +H - Dy, 24)

One can notice that the increase of the clock width W is beneficid for speed
(18), but it increases the minima bound for the fast paths (24). Maximum useful
vaue for W is obtained when the period P is minima (19). Substituting P from
(19) into (18) gives usthisvdue of W:

wer :TL +TT +U + DCQM - DDQM (24

If we substitute the value of the optimal clock width W* into (25) than we will
obtain the vaues for the maxima speed (19) and minima signd delay in the logic
which has to be maintained in order to satisfy the conditions for optimal singe
latch system clocking:

P23 Dy, + Doy (19)



Dig =2(T; +T,) +H +U + Dcov = Dcom - Dpom (26)

It may be worthwhile giving a thought to those equations. Whet they tdl us is
that under ided conditions, if there are no clock skews and no process vaidions,
the fastest path through the logic has to be grester than the sampling window of
the latch H+U) minus the time the sgnd spend traveling through the latch. If the
travel time through the laich Dpqy, is equa to the sampling window, then we do
not have to worry about fast paths. Of course this is the ided sStuation and in prac
ticewe do have to take agood care of both: fastand dow pathsin the logic.

In summary in a single latich system, it is possible to make the clock period P as
snal as the sum of the ddays in the signd path: latch and criticd path dday in
the logic block. This can be achieved by aljusting the clock width W and assuring
that dl the fast paths in the logic are larger in ther duration than some minima
tlmeDLnB

Analysis of a System using Two-Phase Clock and Two Latches in
Master-Slave Arrangement

A paticular verson of the use of two latches in the Maste-Save (M-S a-
rangement is the most commonly used technique in digita system design. It is dso
a robugt and religble technique compatible with the Design for Testebility (DFT)

methodology. We will gart with describing the most generd arangement consist-
ing of two latches clocked by two separate and independent clocks C; and C, &

shownin Fig. 36.
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Fig. 45. System using Two-Phase Clock and Two Latches in Master-Slave Arrangement

The analyss of a system using two-phase dock is much more complex com-
pared to the system using a single clock, because we are introducing possible skew



on the second clock. Therefore the set of parameters includes clock skew on the
leading and tralling edge of the firgd dock C;: Ty and Ty and on the second clock
Cy Ty ad Ty In addition, the overlap between C; and Cy V is to be teken into
account as well asthe corresponding width of the clock pulses: W1 and W2.

This analysis tends to be tedious and complex. Therefore a detailed reading of
the paper by Unger and Tan [UngerTan] is suggested to the interested reader.
Without going into details of that andyds, we will only present here quditative
andyssandfind derivations.

From the latet sgnd arivd andyss severd conditions can be derived. Fird,
we need to assure orderly transfer into L, latch Qave) from the L, laich (Magter)
even if the sgnd arived late (in the last possble moment) into the (Master) Ly
latch. This andysis yields the following two conditions:

\N23V+U2'U1+D10QM+T2T'T1L (27)

W, +W, 3V +U, + Dyegy +Tir +Tyr (28)

Those conditions assure timely arrival of the sgnd into the L, latch, thus an o-
derly Ly-L, transfer (fromMagter to Save).

The andyss of the latest arival of the signd into L, latch in the next cycle
(critical path analysis) yieldsto thefollowing set of equations:

Ps3 DlDQM + DZDQM + Dy (29

The equaion (29) gives us the highest frequency a which the system can ope-
ate. In other words, the minima period of the clock P has to be of sufficient dura
tion to alow for the sgna to traverse the loop consisting of: L, latch, L, laich and
thelongest path inthelogic D y.

VV:I. $-P+D + D2DQM +U1 + DLM +T1L +T1T (30)

1CQM

The condition specified in equation (30) assures timely ariva of the sgnd that
gsarts on the leading edge of C,, traverses the path through L, the longest path in
the logic and arrives before the trailing edge of C1, in time to be captured.

If the sgnd, gtarting from the leading edge of C: (prior to the end of C1) trav-
ersing L, and the longest path in the logic is to be captured in time in Ly, then the
condition (31) needsto be satisfied.



P3-Vv +D2CQM +U1+DLM +T1T +T2L (31)

The equation (31) shows that the amount of overlap V between the clocks C;
and C, has some postive effect on speed. The overlap V dlows the system to run
a grester speed. Conversdy, if we increese V we can tolerate longer “critical
path’ D,y Thus, the increase of V is beneficial for he sysem. However, the i+
creese of the clock overlap hasits negative effects and obvioudy itslimit.

One of the negative consequences is that overlgpping clocks introduces a poss-
bility of race conditions, thus requiring a fast path andyss. The analysis of fast
paths (or critical races) makes the timing anadyss much more complex and in
general computer aided design tools do not perform this andyss very wdl. It is
for that reason that many would sacrifice some performance for rdiability and
eae of design. One very commonly used d¢ocking methodology is theuse of Mas
te-Jave (LyLy laiches with locdly generated C> clock. Such arangement as
aures reliability since C1 and C2 cdocks are not overlapped, thus diminating the
need for the andyds of criticd races. This arrangement is shown in Fig. 37. Ut
fortunately, this arrangement is dso a cause of widdy spread misuse of the term
“Flip-Flog' for the sructure, which is nothing other, but a Mader-Save (L;-Ly)
latch.

Source Source Destination Destination
Master - L .S Slave - L,S ( Master - L,D Slave - LD
DT Q DT Q Combinational o o—{p " ol—
logic
axQ Q| Q| an Q|
Clk1 Clk2
Clk1 Clk2
Data Arrival
- t Cycle 1 Cycle2 —
1| critical path
Clock 1 | - | ™
i
L1 is driving through the negative overlapplbetwen the
L2 and the logic into L1 two clock phases - fio race

Clock 2 |

Fig. 46. Master-Save (;-L, latch) with non-overlapping clocks G, and G, obtained by lo-
caly generating clock C,. Thisisalso mistakenly referred to as Flip-Flop.

High-performance sysems are desgned with the maxima performance being
objective. Therefore, overlgpping of the cdlocks C; and C, is commonly employed,
thus leading to the “critical race€ andyss (again, reeder is referred to the Unger
and Tang's paper). The andyss leads to the constrain of the minima signd dday
inthelogic D 5 in order to prevent the critica race:



Dim >Dig =V +H; +Tr + T, - Dyoon (32

What equation (32) tells us is that any amount of time we have added to the yp-
per bound of the critical path, thus dlowing more time in the logic, will have to be
added to the minima bound for the short paths, thus increasing the congraint on
the short path. This may force us to add some padding to the short paths (insert
invertersin order to increase the delay) in order to meet the congtraint (32).

We may be interested to know what is the maxima amount of overlap V that
we can utilize This can be obtain solving the timing equations (29,31) [Unger-
Tan)] leading to equation (33):

V =T, +Ty +Dyeom tU; - Dipow = Dapom (31

In summary, when using a two-phase clock with Master-Save (L;-Ly) latches a
conservaive desgn would diminate the need for the analysis of fast paths (criticd
race condition). This is achieved by using nonoverlgoping cocks C; and Co.
However, this is done a the expense of the performance. When maxima perform-
ance is the objective, it is possble to adjust the dock overlap V by phasing the
docks C; and C, 0 that the system runs a the maxima possible frequency. The
maxima clock frequency is achieved when Ry, is equa to the sum of the delays
incurred when traversing the path consgting of te maximd dday in the logic and
delaysinthelatches L,and L,

Example Alpha-2 clocking

Let us condder an example consgting of the optima clock parameters for the sn-
gle lach docking as used in the second-generation “dphd’ processor. For more
detal explanation one should reed [Alpha2 paper]. For this anadlysis and we will
use notationsfrom [S. Unger and C. J. Tan)].

Let isassumethe following parameters of the system:

Clock skew: T, = Tt = 20ps, for both edges of the clock. Latch L, parameters
ae clock to Q delay Dogw = 50ps, Dagn= 30ps, D to Q delay Dpgu = 60ps, setup
time U = 20ps, hold time H = 30ps. Latch L, parameters are: Doy = 60ps, Degm=
40ps, Dpgu = 70ps, U = 30ps, H = 40ps. The structure of L, and L, latches used in
the second generation of “Alpha’ processor are shown in Fig. .

The critical paths in the logic sections 1 and 2 ae D 4=200pS and
D m=170ps.
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Fig. 47. Timing arrangement used in the second generation of “ Alpha” processor [Alpha-2]
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Solution:
For the given clock setup: V=0 and dearly P=W,+ W,
With the nomina time, t=0 set &t the leading edge of the clock we obtain:
togar EV - Tr-Uy =-Tr - Uy 32
toatarr EW - TT - Uz )
In addition we have:
tDZ,LArr = max{tDlLArr + DDQM,l’tClLL + DCQM,l} + DIJ.M 9

where;



tie =V -W +T, (35
Subgtitution of equations (32) and (33) into (34) yidds:
W,3V+U,-U;+ Doy +T, - Ty +Dyyy (36)

P=W +W, 3V +U, + Djcou + 2T, + Dy (37

Due to the symmetry of the clocking scheme, moving the reference point from
the leading edge of the clock to the trailing edge of the clock will give us the same
equations with indexes interchanged:

W3V +U;-U, +Dypgy + T, - Ty + Doy (39)

P=W +W, 3V +U;+ Dycqy +2T + D,y (39
Subdtituting the vauesinto equations. (36-39) weobtain:

W, 3 290pS
P32 320pS
W, 3 230pS

P3 290 pS
Given that P=W,+W, weobtain for P:

Prir=520pS

Thus the maximal frequency at which this system can run is f = 1.92GHz

LevelSensitive Scan Design (LSSD)

Finaly, it is important to address testability issues as they are closdly related to
the latch desgn and choice of a dock storage eement to be used in the sysem.
LSSD is a desgn methodology developed a IBM Corp. and used systemdicaly
in al IBM designs. The origins of LSSD can be traced to the IBM System /360
models and NEC 2200/ modd 700, though LSSD was fully implemented for the
first timeon IBM System /38 [Ref].

LSSD is one solution to the problem of test and test generation for digital sys-
tems. The basc idea of LSSD is to convert a sequentid network into a combire-
tiond network by logicaly cutting the feedback loops. This logica dissection is
performed by converting dl storage dements in the Huffman Seguentid Network



Modd (Fig.3) into shift regider laches and connecting them into one or more
shift registers as shown in Fig.40. At this paint it is possible to put the logic ne-
work into any dsred dsae by shiftingin the proper vaues into the Shift Register
Latches (SRL). It is aso possible to scan out any response. Thus, for testing pu-
poses, the network gppears like a combinationd network, which facilitates test
generation greetly.

Inputs (X) Outputs (V)

Combinational
Logic
Y=Y(X,S,)

Clocked Storage
Elements

Scan-Out

e
Scan-In >——|_

Fig. 49. Generd LSSD Configuraion
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[ ]
[]
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There are two aspects of LSSD methodology as they impact timing and clock.
The first attribute is a requirement for the system to be Levd Sendtive and the
second oneisreguirement for Scan Design.

Levd Sengtivity is defined in the requirements for the latch design. The latches
used are assumed to be reacting to logic voltage levels and not to be affected by
trangition time. This is consistent with our definition of a latch, in this book, a
opposed to a FlipFlop. Further, clocks are recommended to be non-overlapping
during system operation and are never overlapping during testing. Hence the ne-
work isimmuneto fast paths.

The requirement for Scan Design is spdled in the requirement that the latches
used consst of Shift Register Laiches (SRL), which are interconnected into one or
more shift register chains. Thus, the key capability of Scan Design is the capabil-
ity to completely control and observe al latches used in the system.



These two features are essentid in making a sequentia network appear like a
combinational network. LSSD meakes it possble to scan-in, as wel as scarout,
valuesinto and from dl the latchesin the system.

The advantages of LSSD are summarized as:

1

o 0k w

System performance is independent of time dependent characterigtics of
thesgnds, such aslikerissand fal time.

As far as test generation is concerned, dl the logic networks are treated as
combinationd, thus greatly smplifying testing and test generation proc-
ess.

Ability to scan eases debugging of designs.

Ability to scan smplifies machine “bring-up”.

Design verification is smplified.

In the case where complete systems are designed using LSSD, the same
manufacturing tests can be goplied to diagnosis of faults on the customer’s
Ste.

State S,

Primary Outputs Z

X

Ll
-y
Combinational )
. X, n
L 21
ogic '
—o

C,o
A Shift

Scan In e Scan Out
B Shift &
or Scan In

Fig. 50. LSSD Double Latch Design

There are two basc ways to design logic in LSSD. One is by usng a single
latch, other by using double laich desgn (as described in this chapter). Double
Latch Design is dso known as Master-Slave or Lach-Trigger design. In Double



Latch Design, shown in Fig. 41, outputs are taken from the L laches. Since the
L; and L, laiches must have separate clocks, this design is inherently level seng-
tive Double Latch Design requires no more than two system Clocks C; and C;
and two shift clocks A and B. G clock for the L, laich behaves like a Shift B
clock during testing and a system cdock C, during normal operation. It is not nec
essary to use two separate clocks G, and B snce the function can be shared during
the norma operation and testing.

LSSD is a concept that can be gpplied to a complete system design from the
module or acard to achip.

ShiftRegider-Latch is defined as a combinaion of two latches Data Input
Latch, L; and a second latch, L,, which is used in normd, or shift register opera
tion. Latch L; my be fed by one or more system clocks, data inputs, set inputs, e
set inputs, scan data inputs and shift-A clock inputs. Latch L, may be fed only by
latch L, and shift-B clock inputs.

System data outputs may be taken from Latch L, from Latch L, or from both L;
and L, At least one output from L, must be used to provide a shift register daa
path.

B_CLK a—————————————

CLKG

SCAN_IN
CLKL

Vv U

CLK_ENABLE®"
CLKG: j >[>° IN A
SELECT_N

SELECT_A,, y

(SCAN_OUT)

TEST_DISABLE

I

Fig. 51. LSSD SRL with multiplexer used in IBM S/390 processor

A CMOS implementation of LSSD SRL with multiplexer a the input, used in
IBM /390 microprocessor isshownin Fig. 42.
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