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Abstract—Motivated by emerging battery-operated applica-
tions that demand intensive computation in portable environ-
ments, techniques are investigated which reduce power con-
sumption in CMOS digital circuits while maintaining
computational throughput. Techniques for low-power opera-
tion are shown which use the lowest possible supply voltage
coupled with architectural, logic style, circuit, and technology
optimization. An architectural-based scaling strategy is pre-
sented which indicates that the optimum voltage is much lower
than that determined by other scaling considerations. This op-
timum is achieved by trading increased silicon area for reduced
power consumption.

I. INTRODUCTION

w

TH much of the research efforts of the past ten

years directed toward increasing the speed of digital

systems, present-day technologies possess computing ca-

pabilities that make possible powerful personal worksta-

tions, sophisticated computer graphics, and multimedia

capabilities such as real-time speech recognition and real-

time video. High-speed computation has thus become the

expected norm from the average user, instead of being the

province of the few with access to a powerful mainframe.

Likewise, another significant change in the attitude of

users is the desire to have access to this computation at

any location, without the need to be physically tethered

to a wired network. The requirement of portability thus

places severe restrictions on size, weight, and power.

Power is particularly important since conventional nickel-

cadmium battery technology only provides 20 W “ h of

energy for each pound of weight [1]. Improvements in
battery technology are being made, but it is unlikely that
a dramatic solution to the power problem is forthcoming;
it is projected that only a 30% improvement in battery
performance will be obtained over the next five years [2].

Although the traditional mainstay of portable digital
applications has been in low-power, low-throughput uses
such as wristwatches and pocket calculators, there are an
ever-increasing number of portable applications requiring
low power and high throughput. For example, notebook
and laptop computers, representing the fastest growing
segment of the computer industry, are demanding the
same computation capabilities as found in desktop ma-
chines. Equally demanding are developments in personal
communications services (PCS’s), such as the current
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generation of digital cellular telephony networks which
employ complex speech compression algorithms and so-
phisticated radio modems in a pocket-sized device. Even
more dramatic are the proposed future PCS applications,
with universal portable multimedia access supporting full-
motion digital video and control via speech recognition
[3]. In these applications, not only will voice be trans-
mitted via wireless inks, but data as well. This will facil-
itate new services such as multimedia database access
(video and audio in addition to text) and supercomputing
for simulation and design, through an intelligent network
which allows communication with these services or other
people at any place and time. Power for video compres-
sion and decompression and for speech recognition must
be added to the portable unit to support these services—
on top of the already lean power budget for the analog
transceiver and speech encoding. Indeed, it is apparent
that portability can no longer be associated with low
throughput; instead, vastly increased capabilities, ac-
tually in excess of that demanded of fixed workstations,
must be placed in a low-power portable environment.

Even when power is available in nonportable applica-
tions, the issue of low-power design is becoming critical.
Up until now, this power consumption has not been of
great concern, since large packages, cooling fins, and fans
have been capable of dissipating the generated heat. How-
ever, as the density and size of the chips and systems con-
tinue to increase, the difficulty in providing adequate
cooling might either add significant cost to the system or
provide a limit on the amount of functionality that can be
provided.

Thus, it is evident that methodologies for the design of
high-throughput, low-power digital systems are needed.
Fortunately, there are clear technological trends that give
us a new degree of freedom, so that it may be possible to
satisfy these seeming] y contradictory requirements. Scal-
ing of device feature sizes, along with the development
of high-density, low-parasitic packaging, such as multi-
chip modules [4]–[6], will alleviate the overriding con-
cern with the numbers of transistors being used. When
MOS technology has scaled to 0.2-pm minimum feature
size it will be possible to place from 1 to 10 x 109 tran-
sistors in an area of 8 in x 10 in if a high-density pack-
aging technology is used. The question then becomes how
can this increased capability be used to meet a goal of
low-power operation. Previous analyses on the question

of how to best utilize increased transistor density at the

chip level concluded that for high-performance micropro-

cessors the best use is to provide increasing amounts of
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on-chip memory [7]. It will be shown here that for com-
putationally intensive functions that the best use is to pro-
vide additional circuitry to parallelize the computation.

Another important consideration, particularly in por-
table applications, is that many computation tasks are
likely to be real-time; the radio modem, speech and video
compression, and speech recognition all require compu-
tation that is always at near-peak rates. Conventional
schemes for conserving power in laptops, which are gen-
erally based on power-down schemes, are not appropriate
for these continually active computations. On the other
hand, there is a degree of freedom in design that is avail-
able in implementing these functions, in that once the real-
time requirements of these applications are met, there is
no advantage in increasing the computational throughput.
This fact, along with the availability of almost “limit-
less” numbers of transistors, allows a strategy to be de-
veloped for architecture design, which if it can be fol-
lowed, will be shown to provide significant power
savings.

II. SOURCESOF POWER DISSIPATION

There are three major sources of power dissipation in
digital CMOS circuits, which are summarized in the fol-
lowing equation:

Ptota~= p, (CL“v “Vdd“f-,k)

+ I~C“ ‘dd + ‘leakage “ ‘old. (1)

The first term represents the switching component of
power, where CL is the loading capacitance, filk is the
clock frequency, and pt is the probability that a power-
consuming transition occurs (the activity factor). In most
cases, the voltage swing V is the same as the supply volt-
age Vdd; however, in some logic circuits, such as in sin-
gle-gate pass-transistor implementations, the voltage
swing on some internal nodes may be slightly less [8].
The second term is due to the direct-path short circuit cur-
rent I,C, which arises when both the NMOS and PMOS
transistors are simultaneously active, conducting current
directly from supply to ground [9], [10]. Finally, leakage
current zle&..&,which can arise from substrate injection
and subthreshold effects, is primarily determined by fab-
rication technology considerations [11] (see Section III-
C). The dominant term in a “well-designed” circuit is
the switching component, and low-power design thus be-
comes the task of minimizing pt, CL, V~~,and ~Clk,while
retaining the required functionality.

The power-delay product can be interpreted as the
amount of energy expended in each switching event (or
transition) and is thus particularly useful in comparing the
power dissipation of various circuit styles. If it is assumed
that only the switching component of the power dissipa-
tion is important, then it is given by

. .
/energy per transition = ~~o~~l~Clk= Ceffectlve V;d (2)

where C.ff.Ct,v.is the effective capacitance being switched

to perform a computation and is given by C~ff~Ctivc= pf “
c~.

III. CIRCUIT DESIGN AND TECHNOLOGY

CONSIDERATIONS

There are a number of options available in choosing the

basic circuit approach and topology for implementing var-

ious logic and arithmetic functions. Choices between

static versus dynamic implementations, pass-gate versus

conventional CMOS logic styles, and synchronous versus

asynchronous timing are just some of the options open to

the system designer. At another level, there are also var-

ious architectural/structural choices for implementing a

given logic function; for example, to implement an adder

module one can utilize a ripple-carry, carry-select, or

carry -lookahead topology. In this section. the trade-offs

with respect to low-power design between a selected set

of circuit approaches will be discussed, followed by a dis-

cussion of some general issues and factors affecting the

choice of logic family.

A. Dynamic Versus Static Logic

The choice of using static or dynamic logic is depen-
dent on many criteria than just its low-power perfor-
mance, e.g., testability and ease of design. However, ‘if
only the low-power performance is analyzed it would ap-
pear that dynamic logic has some inherent advantages in
a number of areas including reduced switching activity
due to hazards, elimination of short-circuit dissipation,
and reduced parasitic node capacitances. Static logic has
advantages since there is no precharge operation and
charge sharing does not exist. Below, each of these con-
siderations will be discussed in more detail.

1) Spurious Transitions: Static designs can exhibit
spurious transitions due to finite propagation delays from
one logic block to the next (also called critical races and
dynamic hazards [12]), i.e., a node can have multiple
transitions in a single clock cycle before settling to the
correct logic level. For example, consider a static N-bit
adder, with all bits of the summands going from ZERO to

ONE, with the carry input set to ZERO. For all bits, the

resultant sum should be ZERO; however, the propagation

of the carry signal causes a ONE to appear briefly at most
of the outputs. These spurious transitions dissipate extra
power over that strictly required to perform the compu-
tation. The number of these extra transitions is a function
of input patterns, internal state assignment in the logic
design, delay skew, and logic depth. To be specific about
the magnitude of this problem, an 8-b ripple-carry adder
with a uniformly distributed set of random input patterns
will typically consume an extra 30% in energy. Though
it is possible with careful logic design to eliminate these
transitions, dynamic logic intrinsically does not have this
problem, since any node can undergo at most one power-
consuming transition per clock cycle.

2) Short-Circuit Currents: Short-circuit (direct-path)
currents, I,C in (1), are found in static CMOS circuits.
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However, by sizing transistors for equal rise and fall
times, the short-circuit component of the total power dis-
sipated can be kept to less than 20% [9] (typically < 5-
10% ) of the dynamic switching component. Dynamic
logic does not exhibit this problem, except for those cases
in which static pull-up devices are used to control charge
sharing [13] or when clock skew is significant.

3) Parasitic Capacitance: Dynamic logic typically
uses fewer transistors to implement a given logic func-
tion, which directly reduces the amount of capacitance
being switched and thus has a direct impact on the power-
delay product [14], [15]. However, extra transistors may
be required to insure that charge sharing does not result
in incorrect evaluation.

4) Switching Activity: The one area in which dynamic
logic is at a distinct disadvantage is in its necessity for a
precharge operation. Since in dynamic logic every node
must be precharged every clock cycle, this means that
some nodes are precharged only to be immediately dis-
charged again as the node is evaluated, leading to a higher
activity factor. If a two-input N-tree (recharged high) dy-
namic NORgate has a uniform input distribution of high
and low levels, then the four possible input combinations
(00,01, 10, 11) will be equally likely. There is then a 75 %
probability that the output node will discharge immedi-
ately after the precharge phase, implying that the activity
for such a gate is 0.75 (i.e., PNOR= 0.75 C’zV&j&). On
the other hand, the activity factor for the static NOR coun-
terpart will be only 3/16, excluding the component due to
the spurious transitions mentioned in Section III-A-1
(power is only drawn on a zmo-to-om transition, so PO~,
= p(0)p( 1) = p(0) (1 – p(0))). In general, gate activities
will be different for static and dynamic logic and will de-
pend on the type of operation being performed and the
input signal probabilities. In addition, the clock buffers to
drive the precharge transistors will also require power that
it not needed in a static implementation.

5) Power-Down Modes: Lastly, power-down tech-
niques achieved by disabling the clock signal have been
used effectively in static circuits, but are not as well-suited
for dynamic techniques. If the logic state is to be pre-
served during shutdown, a relatively small amount of ex-
tra circuitry must be added to the dynamic circuits to pre-
serve the state, resulting in a slight increase in parasitic
capacitance and slower speeds.

B. Conventional Static Versus Pass-Gate Logic

A more clear situation exists in the use of transfer gates
to implement logic functions, as is used in the comple-
mentary pass-gate logic (CPL) family [8], [10]. In Fig.
1, the schematic of a typical static CMOS logic circuit for
a full adder is shown along with a static CPL version [8].
The pass-gate design uses only a single transmission
NMOS gate, instead of a full complementary pass gate to
reduce node capacitance. Pass-gate logic is attractive as
fewer transistors are required to implement important logic
functions, such as XOR’Swhich only require two pass tran-
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Fig. 1. Comparison of a conventional CMOS and CPL adders [8].

sisters in a CPL implementation. This particularly effi-
cient implementation of an XORis important since it is key
to most arithmetic functions, permitting adders and mul-
tipliers to be created using a minimal number of devices.
Likewise, multiplexer, registers, and other key building
blocks are simplified using pass-gate designs.

However, a CPL implementation as shown in Fig. 1
has two basic problems. First, the threshold drop across
the single-channel pass transistors results in reduced cur-
rent drive and hence slower operation at reduced supply
voltages; this is important for low-power design since it
is desirable to operate at the lowest possible voltages lev-
els. Second, since the “high” input voltage level at the
regenerative inverters is not V~~,the PMOS device in the
inverter is not fully turned off, and hence direct-path static
power dissipation could be significant. To solve these
problems, reduction of the threshold voltage has proven
effective, although if taken too far will incur a cost in
dissipation due to subthreshold leakage (see Section III-
C) and reduced noise margins. The power dissipation for
a pass-gate family adder with zero-threshold pass transis-
tors at a supply voltage of 4 V was reported to be 30%
lower than a conventional static design, with the differ-
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ence being even more significant at lower supply voltages
[8] .

C. Threshold Voltage Scaling

Since a significant power improvement can be gained
through the use of low-threshold MOS devices, the ques-
tion of how low the thresholds can be reduced must be
addressed. The limit is set by the requirement to retain
adequate noise margins and the increase in subthreshold
currents. Noise margins will be relaxed in low-power de-
signs because of the reduced currents being switched,
however, the subthreshold currents can result in signifi-
cant static power dissipation. Essentially, subthreshold
leakage occurs due to carrier diffusion between the source
and the drain when the gate–source voltage V~, has ex-
ceeded the weak inversion point, but is still below the
threshold voltage V,, where carrier drift is dominant. In
this regime, the MOSFET behaves similarly to a bipolar
transistor, and the subthreshold current is exponentially
dependent on the gate-source voltage V~,, and approxi-
mately independent of the drain–source voltage Vds, for
V~,approximately larger than 0.1 V. Associated with this
is the subthreshold slope s~k, which is the amount of volt-
age required to drop the subthreshold current by one de-
cade. At room temperature, typical values for Stk lie be-
tween 60 and 90 mV /decade current, with 60 mV /decade
being the lower limit. Clearly, the lower Sfhis, the better,
since it is desirable to have the device “turn off’ as close
to V, as possible. As a reference, for an L = 1.5-pm, W
= 70-pm NMOS device, at the point where V8, equals V,,
with Vtdefined as where the surface inversion charge den-
sity is equal to the bulk doping, approximately 1 pA of
leakage current is exhibited, or 0.014 ,uA/pm of gate
width [16]. The issue is whether this extra current is neg-
ligible in comparison to the time-average current during
switching. For a CMOS inverter (PMOS: W = 8 pm,
NMOS: W = 4 pm), the current was measured to be 64
PA over 3.7 ns at a supply voltage of 2 V. This implies
that there would be a 100% power penalty for subthresh-
old leakage if the device were operating at a clock speed
of 25 MHz with an activity factor of pt = 1/6th, i.e., the
devices were left idle and leaking current 83% of the time.
It is not advisable, therefore, to use a true zero threshold
device, but instead to use thresholds of at least 0.2 V,
which provides for at least two orders of magnitude of
reduction of subthreshold current. This provides a good
compromise between improvement of current drive at low
supply voltage operation and keeping subthreshold power
dissipation to a negligible level. This value may have to
be higher in dynamic circuits to prevent accidental dis-
charge during the evaluation phase [11 ]. Fortunately, de-
vice technologists are addressing the problem of
subthreshold currents in future scaled technologies, and
reducing the supply voltages also serves to reduce the cur-
rent by reducing the maximum allowable drain–source
voltage [17], [18]. The design of future circuits for lowest
power operation should therefore explicitly take into ac-
count the effect of subthreshold currents.

D. Power-Down Strategies

In synchronous designs, the logic between registers is
continuously computing every clock cycle based on its
new inputs. To reduce the power in synchronous designs,
it is important to minimize switching activity by powering
down execution units when they are not performing “use-
ful” operations. This is an important concern since logic
modules can be switching and consuming power even
when they are not being actively utilized [19].

While the design of synchronous circuits requires spe-
cial design effort and power-down circuitry to detect and
shut down unused units, self-timed logic has inherent
power-down of unused modules, since transitions occur
only when requested. However, since self-timed imple-
mentations require the generation of a completion signal
indicating the outputs of the logic module are valid, there
is additional overhead circuitry. There are several circuit
approaches to generate the requisite completion signal.
One method is to use dual-rail coding, which is implicit
in certain logic families such as the DCVSL [13], [20].
The completion signal in a combinational macrocell made
up of cascading DCVSL gates consists of simply oRing
the outputs of only the last gate in the chain, leading to
small overhead requirements. However, for each com-
putation, dual-rail coding guarantees a switching event
will occur since at least one of the outputs must evaluate
to zero. We found that the dual-rail DCVSL family con-
sumes at least two times more in energy per input transi-
tion than a conventional static family. Hence, self-timed
implementations can prove to be expensive in terms of
energy for data paths that are continuously computing.

IV. VOLTAGE SCALING

Thus far we have been primarily concerned with the

contributions of capacitance to the power expression CV2f.
Clearly, though, the reduction of V should yield even
greater benefits; indeed, reducing the supply voltage is
the key to low-power operation, even after taking into ac-
count the modifications to the system architecture, which
is required to maintain the computational throughput.
First, a review of circuit behavior (delay and energy char-
acteristics) as a function of scaling supply voltage and
feature sizes will be presented. By comparison with ex-
perimental data, it is found that simple first-order theory
yields an amazingly accurate representation of the various
dependencies over a wide variety of circuit styles and ar-
chitectures. A survey of two previous approaches to sup-
ply-voltage scaling is then presented, which were focused
on maintaining reliability and performance. This is fol-
lowed by our architecture-driven approach, from which
an “optimal” supply voltage based on technology, archi-
tecture, and noise margin constraints is derived.

A. Impact on Delay and Power–Delay Product

As noted in (2), the energy per transition or equiva-
lently the power-delay product in “properly designed”
CMOS circuits (as discussed in Section II) is proportional
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Fig. 2. Power-delay productexhibiting square-lawdependencefor two dif-
ferent circuits.

to V2. This is seen from Fig. 2, which is a plot of two
experimental circuits that exhibit the expected V* depen-
dence. Therefore, it is only necessary to reduce the supply
voltage for a quadratic improvement in the power–delay
product of a logic family.

Unfortunately, this simple solution to low-power de-
sign comes at a cost. As shown in Fig. 3, the effect of
reducing Vddon the delay is shown for a variety of differ-
ent logic circuits that range in size from 56 to 44 000
transistors spanning a variety of functions; all exhibit es-
sential y the same dependence (see Table I). Clearly, we
pay a speed penalty for a Vddreduction, with the delays
drastically increasing as V~~approaches the sum of the
threshold voltages of the devices. Even though the exact
analysis of the delay is quite complex if the nonlinear
characteristic of a CMOS gate are taken into account, it
is found that a simple first-order derivation adequately
predicts the experimentally determined dependence and is
given by

CL x ‘dd _Td =
CL, X v&f

I–
(3)

w., (~/.Q (Vdd– V,)*“
We also evaluated (through experimental measure-

ments and SPICE simulations) the energy and delay per-
formance for several different logic styles and topologies
using an 8-b adder as a reference; the results are shown
on a log-log plot in Fig. 4, We see that the power-delay
product improves as delays increase (through reduction of
the supply voltage), and therefore it is desirable to operate
at the slowest possible speed. Since the objective is to
reduce power consumption while maintaining the overall
system throughput, compensation for these increased de-
lays at low voltages is required. Of particular interest in
this figure is the range of energies required for a transition
at a given amount of delay. The best logic family we ana-
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Fig. 3. Data demonstrating delay characteristics follow simple first-order
theory.

TABLE I
DETAILSOF COMPONENTS USED FOR THE STUDY IN FIG. 3

Component #of
(all in 2 ~m) Transistors Area Comments

Microcode DSP Chip 44802 94 mmz 20-b data path
[21]

Multiplier 20432 12.2 mm2 24x24b

Adder 256 0.083 mmz conventional
static

Ring Oscillator 102 0.055 mmz 51 stages

Clock Generator 56 0.04 mm2 cross-coupled
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Fig. 4. Data showing improvement in power-delay product at the cost of
speed for various circuit approaches.
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lyzed (over 10 times better than the worst that we inves-
tigated) was the pass-gate family, CPL, (see Section III-
B) if a reduced value for the threshold is assumed [8].

Figs. 2, 3, and 4 suggest that the delay and energy be-
havior as a function of Vddscaling for a given technology
is “well-behaved” and relatively independent of logic
style and circuit complexity. We will use this result dur-
ing our optimization of architecture for low-power by
treating VdJas a free variable and by allowing the archi-
tectures to vary to retain constant throughput. By exploit-
ing the monotonic dependencies of delay and energy ver-
sus supply voltage that hold over wide circuit variations,
it is possible to make relatively strong predictions about
the types of architectures that are best for low-power de-
sign. Of course, as mentioned previously, there are some
logic styles such as NMOS pass-transistor logic without
reduced thresholds whose delay and energy characteris-
tics would deviate from the ones presented above, but
even for these cases, though the quantitative results will
be different, the basic conclusions will still hold.

B. Optimal Transistor Sizing with Voltage Scaling

Independent of the choice of logic family or topology,
optimized transistor sizing will play an important role in
reducing power consumption. For low power, as is trae
for high-speed design, it is important to equalize all delay
paths so that a single critical path does not unnecessarily
limit the performance of the entire circuit. However, be-
yond this constraint, there is the issue of what extent the
W/Z, ratios should be uniformly raised for all the devices,
yielding a uniform decrease in the gate delay and hence
allowing for a corresponding reduction in voltage and
power. It is shown in this section that if voltage is allowed
to vary, that the optimal sizing for low-power operation
is quite different from that required for high speed.

In Fig. 5, a simple two-gate circuit is shown, with the
first stage driving the gate capacitance of the second, in
addition to the parasitic capacitance CP due to substrate
coupling and interconnect. Assuming that the input gate
capacitance of both stages is given by NC,.f, where C,,f
represents the gate capacitance of a MOS device with the
smallest allowable W/L, then the delay through the first
gate at a supply voltage V,.f is given by

TN = ~ (Cp + NC,ef) Vmf

(N%) (vRf – V,)2

v= K(I + a/N) ref

(vRf– vt)2 (4)

where a is defined as the ratio of CP to C,.f, and K rep-

resents terms independent of device width and voltage.

For a given supply voltage ~,.f, the speedup of a circuit

whose W/L ratios are sized up by a factor of N over a
reference circuit using minimum-size transistors (N = 1)
is given by (1 + a/N) /( 1 + a). In order to evaluate the
energy performance of the two designs at the same speed,
the voltage of the scaled solution is allowed to vary as to

L

I

Cp = Cwiring + Cjunction

.

Fig. 5. Circuit model for analyzing the effect of transistor sizing.

keep delay constant. Assuming that the delay scales as

1 / ~dd (ignoring threshold voltage reductions in signal

swings), the supply voltage ~N, where the delays of the

scaled design and the reference design are equal, is given

by

(1 + u/N) v

‘N= (I+a) refi (5)

Under these conditions, the energy consumed by the
first stage as a function of N is given by

Energy (N) = (CP + NC,~f) Vfi

= NCref (1 + (x/N)3 V;.f

(1 + a)2 “
(6)

After normalizing against l?,.~ (the energy for the min-
imum size case), Fig. 6 shows a plot of Energy
(N)/Energy (1) versus N for various values of u. When
there is no parasitic capacitance contribution (i.e., a =
O), the energy increases linearly with respect to N, and
the solution utilizing devices with the smallest W/L ratios

results in the lowest power. At high values of a, when

parasitic capacitances begin to dominate over the gate ca-

pacitances, the power decreases temporarily with increas-

ing device sizes and then starts to increase, resulting in

an optimal value for N. The initial decrease in supply

voltage achieved from the reduction in delays more than

compensates the increase in capacitance due to increasing

N. However, after some point the increase in capacitance

dominates the achievable reduction in voltage, since the

incremental speed increase with transistor sizing is very

small (this can be seen in (4), with the delay becoming

independent of a as N goes to infinity). Throughout the

analysis we have assumed that the parasitic capacitance is

independent of device sizing. However, the drain and

source diffusion and perimeter capacitances actually in-

crease with increasing area, favoring smaller size devices

and making the above a worst-case analysis.

Also plotted in Fig. 6 are simulation results from ex-

tracted layouts of an 8-b adder carry chain for three dif-

ferent device W/L ratios (N = 1, N = 2, and N = 4).

The curve follows the simple first-order model derived

very well, and suggests that this example is dominated

more by the effect of gate capacitance rather than para-

sitic. In this case, increasing devices W/L’s does not
help, and the solution using the smallest possible W/L
ratios results in the best sizing.

From this section, it is clear that the determination of
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an “optimal” supply voltage is the key to minimizing
power consumption; hence we focus on this issue in the
following sections. First, we will review the previous
work dealing with choice of supply voltage which were
based on reliability and speed considerations [23], [24],
followed by an architecturally driven approach to supply
voltage scaling.

C. Reliability-Driven Voltage Scaling

One approach to the selection of an optimal power sup-
ply voltage for deep-submicrometer technologies is based
on optimizing the trade-off between speed and reliability
[23]. Constant-voltage scaling, the most commonly used
technique, results in higher electric fields that create hot
carriers. As a result of this, the devices degrade with time
(including changes in threshold voltages, degradation of
transconductance, and increase in subthreshold currents),
leading to eventual breakdown [11]. One solution to re-
ducing the number of hot carriers is to change the physical
device structure, such as the use of lightly doped drain
(LDD], usually at the cost of decreased performance. As-
suming the use of an LDD structure and a constant hot-
carrier margin, an optimal voltage of 2.5 V was found for
a 0.25-~m technology by choosing the minimum point on
the delay versus vdd curve [23]. For voltages above this
minimum point, the delay was found to increase with in-
creasing Vdd, since the LDD structure used for the pur-
poses of reliability resulted in increased parasitic resis-
tances.

D. Technology-Driven Voltage Scaling

The simple first-order delay analysis presented in Sec-
tion IV-A is reasonably accurate for long-channel de-
vices. However, as feature sizes shrink below 1.0 pm, the
delay characteristics as a function of lowering the supply
voltage deviate from the first-order theory presented since
it does not consider carrier velocity saturation under high
electric fields [11]. As a result of velocity saturation, the

current is no longer a quadratic function of the voltage
but linear; hence, the current drive is significantly re-
duced and is approximately given by Z = WCOX(Vdd – V,)
Vm,x [4]. Given this and the equation for delay in (3), we
see that the delay for submicrometer circuits is relatively
independent of supply voltages at high electric fields.

A “technology’ ‘-based approach proposes choosing the
power supply voltage based on maintaining the speed per-
formance for a given submicrometer technology [24]. By
exploiting the relative independence of delay on supply
voltage at high electric fields, the voltage can be dropped
to some extent for a velocity-saturated device with very
little penalty in speed performance. This implies that there
is little advantage to operating above a certain voltage.
This idea has been formalized by Kakumu and Kinugawa,
yielding the concept of a “critical voltage” which pro-
vides a lower limit on the supply voltage [24]. The critical
voltage is defined as V== 1. lEJ,ff, where ECis the crit-
ical electric field causing velocity saturation; this is the
voltage at which the delay versus Vddcurve approaches a
~. dependence. For 0.3-pm technology, the proposed
lower limit on supply voltage (or the critical voltage) was
found to be 2.43 V.

Because of this effect, there is some movement to a 3.3-
V industrial voltage standard since at this level of voltage
reduction there is not a significant loss of circuit speed
[1], [25]. This was found to achieve a 60% reduction in
power when compared to a 5-V operation [25].

E. Architecture-Driven Voltage Scaling

The above-mentioned “technology’ ‘-based approaches
are focusing on reducing the voltage while maintaining
device speed, and are not attempting to achieve the min-
imum possible power. As shown in Figs. 2 and 4, CMOS
logic gates achieve lower power-delay products (energy
per computation) as the supply voltages are reduced. In
fact, once a device is in velocity saturation there is a fur-
ther degradation in the energy per computation, so in min-
imizing the energy required for computation, Kakumu and
Kinugawa’s critical voltage provides an upper bound on
the supply voltage (whereas for their analysis it provided
a lower bound!). It now will be the task of the architecture
to compensate for the reduced circuit speed that comes
with operating below the critical voltage.

To illustrate how architectural techniques can be used
to compensate for reduced speeds, a simple 8-b data path
consisting of an adder and a comparator is analyzed as-
suming a 2.O-~m technology. As shown in Fig. 7, inputs
A and B are added, and the result compared to input C.
Assuming the worst-case delay through the adder, com-
parator, and latch is approximately 25 ns at a supply volt-
age of 5 V, the system in the best case can be clocked
with a clock period of T = 25 ns. When required to run
at this maximum possible throughput, it is clear that the
operating voltage cannot be reduced any further since no
extra delay can be tolerated, hence yielding no reduction
in power. We will use this as the reference data path for
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Fig. 7. Asimple data path with corresponding layout.

Area = 1476x 1219w2

Fig. 8. Parallel implementation of thesimple data path.

our architectural study and present power improvement
numbers with respect to this reference. The power for the
reference data path is given by

P,ef = cEf V;ef fref (7)

where C,ef is the total effective capacitance being switched
per clock cycle. The effective capacitance was determined
by averaging the energy over a sequence of input patterns
with a uniform distribution.

One way to maintain throughput while reducing the
supply voltage is to utilize a parallel architecture. As
shown in Fig. 8, two identical adder–comparator data
paths are used, allowing each unit to work at half the orig-
inal rate while maintaining the original throughput. Since
the speed requirements for the adder, comparator, and
latch have decreased from 25 to 50 ns, the voltage can be
dropped from 5 to 2.9 V (the voltage at which the delay
doubled, from Fig. 3). While the data-path capacitance
has increased by a factor of 2, the operating frequency
has correspondingly decreased by a factor of 2.Unfortu-
nately, there is also a slight increase in the total ‘‘effec-
tive” capacitance introduced due to the extra routing, re-
sulting in an increased capacitance by a factor of 2.15.
Thus the power for the parallel data path is given by

Ppar = Cpa, V:ar$ar

()

f~f= (2. 15CEf) (0.58 V,ef)2 ~ = 0.36 P,e,. (8)

This method of reducing power by using parallelism
has the overhead of increased area. and would not be suit-

able for area-constrained designs. In general, the paral-
lelism will have the overhead of extra routing (and hence
extra power), and careful optimization must be performed
to minimize this overhead (for example, partitioning tech-
niques for minimal overhead). Interconnect capacitance
will especially play a very important role in deep-submi-
crometer implementations, since the fringing capacitance
of the interconnect capacitance (CWi~in~= C~,., + Cfri~~in~
+ CWiri~~)can become a dominant part of the total capac-
itance (equal to C~~te+ CjUnCtiOn+ Cwiring)and cease to
scale [4].

Another possible approach is to apply pipelining to
the architecture, as shown in Fig. 9. With the additional
pipeline latch, the critical path becomes rn2iX[ ~adder,

,.Omparator], allowing the adder and the comparator to op-T
crate at a slower rate. For this example, the two delays
are equal, allowing the supply voltage to again be reduced
from 5 V used in the reference data path to 2.9 V (the
voltage at which the delay doubles) with no loss in
throughput. However, there is a much lower area over-
head incurred by this technique, as we only need to add
pipeline registers. Note that there is again a slight in-
crease in hardware due to the extra latches, increasing the
“effective” capacitance by approximately a factor of
1.15. The power consumed by the pipelined data path is

= (1.15CEf) (0.58 VEf)~~f = 0.39 P,.f. (9)

With this architecture, the power reduces by a factor of
approximately 2.5, providing approximately the same
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Fig. 9. Pipelined implementation of the simple data path.

TABLE 11
ARCHITECTURESUMMARY

Architecture Type Voltage Area Power

Simple data path 5V 1 1
(no pipelining or
parallelism)

Pipelined data path 2.9 V 1.3 0.39
Parallel data path 2.9 V 3.4 0.36
Pipeline parallel 2.0 v 3.7 0.2

power reduction as the parallel case with the advantage of
lower area overhead. As an added bonus, increasing the
level of pipelining also has the effect of reducing logic
depth and hence power contributed due to hazards and
critical races (see Section III-A- 1).

Furthermore, an obvious extension is to utilize a com-
bination of pipelining and parallelism. Since this archi-
tecture reduces the critical path and hence speed require-
ment by a factor of 4, the voltage can be dropped until
the delay increases by a factor of 4. The power consump-
tion in this case is

().&f
= (2.5cref) (o.4vEf)2y = o.2Pref.(lo)

The parallel-pipeline implementation results in a 5 times
reduction in power. Table II shows a comparative sum-
mary of the various architectures described for the simple
adder–comparator data path.

From the above examples, it is clear that the traditional
time-multiplexed architectures, as used in general-pur-
pose microprocessors and DSP chips, are the least desir-
able for low-power applications. This follows since time
multiplexing actually increases the speed requirements on
the logic circuitry, thus not allowing reduction in the sup-
ply voltage.

V. OPTIMAL SUPPLY VOLTAGE

In the previous section, we saw that the delay increase
due to reduced supply voltages below the critical voltage
can be compensated by exploiting parallel architectures.
However, as seen in Fig. 3 and (3), as supply voltages
approach the device thresholds, the gate delays increase
rapidly. Correspondingly, the amount of parallelism and
overhead circuitry increases to a point where the added
overhead dominates any gains in power reduction from

further voltage reduction, leading to the existence of an
“optimal” voltage from an architectural point of view.
To determine the value of this voltage, the following
model is,used for the power for a fixed system throughput
as a function of voltage (and hence degree of parallelism):

(11)

where N is the number of parallel processors, Cref is the
capacitance of a single processor, Ci~is the interprocessor
communication overhead introduced due to the parallel-
ism (due to control and routing), and Cint~rfaC~is the over-
head introduced at the interface which is not decreased in
speed as the architecture is made more parallel. In gen-

eral, Ctp and Cinterface are functions of N> and the power
improvement over the reference case (i. e., without par-
allelism) can be expressed as

P
( )( )

~ + C@(N) + Ci.~~rf~~~(N) V 2
normalized =

NCref c~f Ef “

(12)

At very low supply voltages (near the device thresh-
olds), the number of processors (and hence the corre-
sponding overhead in the above equation) typically in-
creases at a faster rate than the V2 term decreases,
resulting in a power increase with further reduction in
voltage.

Reduced threshold devices tend to lower the optimal
voltage; however, as seen in Section III-C, at thresholds
below 0.2 V, power dissipation due to the subthreshold
current will soon start to dominate and limit further power
improvement. An even lower bound on the power supply
voltage for a CMOS inverter with “correct” functionality
was found to be 0.2 V (8k T/q) [26]. This gives a limit
on the power–delay product that can be achieved with
CMOS digital circuits; however, the amount of parallel-
ism to retain throughput at this voltage level would no
doubt be prohibitive for any practical situation.

So far, we have seen that parallel and pipelined archi-
tectures can allow for a reduction in supply voltages to
the “optimal” level; this will indeed be the case if the
algorithm being implemented does not display any recur-
sion (feedback). However, there are a wide class of ap-
plications inherently recursive in nature, ranging from the
simple ones, such as infinite impulse response and adap-
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tive filters, to more complex cases such as systems solv-
ing nonlinear equations and adaptive compression algo-
rithms. There is, therefore, also an algorithmic bound on
the level to which pipelining and parallelism can be ex-
ploited for voltage reduction. Although the application of
data control flowgraph ~transformations can alleviate this
bottleneck to some extent, both the constraints on latency
and the structure of computation of some algorithms can
prevent voltage reduction to the optimal voltage levels
discussed above [27], [28].

Another constraint on the lowest allowable supply
voltages is set by system noise margin constraints

(Vnolse margm). Thus, we must lower-bound the “optimal”
voltage by

v“Olse~a~gl~S V@~~l—..—< V~n~i~~l (13)

with VCr,t,Caldefined in Section IV-D. Hence, the ‘‘opti-
mal” supply voltage (for a fixed technology) will lie
somewhere between the voltage set by noise margin con-
straints and the critical voltage.

Fig. 10 shows power (normalized to 1 at vdd = 5 V) as
a function of vdd for a variety of cases for a 2 .O-pm tech-
nology. As will be shown, there is a wide variety of as-
sumptions in these various cases and it is important to
note that they all have roughly the same optimum value
of supply voltage, approximately 1.5 V. Curve 1 in this
figure represents the power dissipation which would be
achieved if there were no overhead associated with in-
creased parallelism. For this case, the power is a strictly
decreasing function of vddand the optimum voltage would
be set by the minimum value allowed from noise margin
constraints (assuming that no recursive bottleneck was
reached). Curve 5 assumes that the interprocessor capac-
itance has an Nz dependence while curve 6 assumes an
N3 dependence. It is expected that in most practical cases
the dependence is actually less than Nz, but even with the
extremely strong N3 dependence an optimal value around
2 V is found.

Curves 2 and 3 are obtained from data from actual lay-
outs [22], and exhibit a dependence of the interface ca-
pacitance which lies between linear and quadratic on the
degree of parallelism, N. For these cases, there was no
interprocessor communication. Curves 2 and 3 are exten-
sions of the example described in Section IV-E in which
the parallel and parallel-pipeline implementations of the
simple data path were duplicated N times. Curve 4 is for
a much more complex example, a seventh-order IIR filter,
also obtained from actual layout data. The overhead in
this case arose primarily from interprocessor communi-
cation. This curve terminates around 1.4 V, because at
that point the algorithm has been made maximally paral-
lel, reaching a recursive bottleneck. For this case, at a
supply voltage of 5 V, the architecture is basically a sin-
gle hardware unit that is being time multiplexed and re-
quires about 7 times more power than the optimal parallel
case which is achieved with a supply of around 1.5 V.
Table III summarizes the power reduction and normalized
areas that were obtained from layouts. The increase in
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Fig. 10. Optimum voltage of operation.

TABLE III
NORMALIZEDAREAIPOWER FOR VARIOUS SUPPLY VOLTAGE FOR PLOTS 2,

3, AND 4 IN FIG. 10

Parallel-
Parallel Pipeline IIR

Voltage Area/Power ArealPower ArealPower

5 1/1 1/1 1/1
2 6/0.19 3.7/0.2 2.6/0.23
1.5 11/0.13 7/0.12 7/0.14
1.4 15/0.14 10/0.11 Recursive bottleneck

reached

areas gives an indication of the amount of parallelism
being exploited. The key point is that the optimal voltage
was found to be relatively independent over all the cases
considered, and occurred around 1.5 V for the 2 .O-pm
technology; a similar analysis using a O.5-V threshold,
O.8-pm process (with an L,fl of 0.5 pm) resulted in opti-
mal voltages around 1 V, with power reductions in excess
of a factor of 10. Further scaling of the threshold would
allow even lower voltage operation, and hence even
greater power savings.

VI. CONCLUSIONS

There are a variety of considerations that must be taken
into account in low-power design which include the style
of logic, the technology used, and the logic implemented.
Factors that were shown to contribute to power dissipa-
tion included spurious transitions due to hazards and crit-
ical race conditions, leakage and direct path currents, pre-
charge transitions, and power-consuming transitions in
unused circuitry. A pass-gate logic family with modified
threshold voltages was found to be the best performer for
low-power designs, due to the minimal number of tran-
sistors required to implement the important logic func-
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tions. An analysis of transistor sizing has shown that min-
imum-sized transistors should be used if the parasitic
capacitances are less than the active gate capacitances in
a cascade of logic gates.

With the continuing trend of denser technology through
scaling and the development of advanced packaging tech-
niques, a new degree of freedom in architectural design
has been made possible in which silicon area can be traded
off against power consumption. Parallel architectures, uti-
lizing pipelining or hardware replication, provide the
mechanism for this trade-off by maintaining throughput
while using slower device speeds and thus allowing re-
duced voltage operation. The well-behaved nature of the
dependencies of power dissipation and delay as a function
of supply voltage over a wide variety of situations allows
optimization of the architecture. In this way, for a wide
variety of situations, the optimum voltage was found to
be less than 1.5 V, below which the overhead associated
with the increased parallelism becomes prohibitive.

There are other limitations which may not allow the
optimum supply voltage to be achieved. The algorithm
that is being implemented maybe sequential in nature and/
or have feedback which will limit the degree of parallel-
ism that can be exploited. Another possibilityy is that the
optimum degree of parallelism may be so large that the
number of transistors may be inordinately large, thus
making the optimum solution unreasonable. However, in
any case, the goal in minimizing power consumption is
clear: operate the circuit as slowly as possible, with the
lowest possible supply voltage.
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