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Abstract
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1. Introduction
Figure 1. Block diagram of the complete NPDFE-based

A CMOS noise-predictive decision-feedback equalizer read channel.
(NPDFE) that outperforms a conventional DFE was re-
cently described [1]. The key advantage of the NPDFE is . ) . .
that it cancels intersymbol interference (I1SI) without noise addition ,Of the noise pred|ct|ve equa_hzﬁ(z), the tra_ns- .
enhancement. While the prototype in [1] showed the ad- fer function from the input to the sllc'er fqr Fhe noise is
vantage of the NPDFE, it did not include timing recovery. aII-p_ass. Therefore, the noise boo_st is eliminated, which
This paper describes a CMOS implementation of tim- can improve the SNR atthe slicer input by about 2dB for
. . : . the magnetic recording channel [1].
ing recovery for the NPDFE in [1]. This prototype in- o _ .
cludes timing recovery circuits and the NPDFE. It is tar- Each coefficient ind(z) is also a coefficient ir5(z).

geted at the magnetic recording channel but could be usedTherefore, only t_hree Qdaptlve loops are needed to deter-
in many communication applications mine the coefficients imM(z) and B(z). When the FIR

equalizer transfer functiof(z) has maximum phase, as
is the case whem(z) is adapted to remove precursor ISI
2. NPDFE Background only, the feedback loop that contains the noise predictive

The NPDFE consists of the unshaded blocks in Fig. equalizerA(z) is stable [1].
1: an analog forward equalizét(z), a decision-feedback . .
equalizer (DFE)C(z), and an analog noise predictive 3. Timing Recovery Architecture
equalizerA(z) [1]. (In the figures, thin lines represent
analog signals, and thick lines represent digital signals.)
A, B andC are adaptive finite impulse response (FIR) fil-
ters of order 3, 3 and 5, respectively. The equalizer out-
puts are summed to generate the analog voliggethat
is sliced to produce the binary decisiofk] = +1.

In a conventional DFE-based read channel consisting
of only the FIR equalizeB(z) and the DFEC(z), B(z)

The shaded blocks in Fig. 1 form the timing recovery
subsystem. A recovered bit-rate clock controls the input
sampler. An estimate[k] of the timing error in the re-
covered clock is fed through a first-order loop filter. The
filter output adjusts the clock phase by varying the current
in the current controlled oscillator (ICO).

The timing error estimate[k] is based on the product

will have a high-pass characteristic that provides high fre- ofa sa_lmple error and the signal _slope [2]. Intuitively, the
slope is used because the error in the sampled value due to

guency boost to the input signal to eliminate precursor ISI, a sample-time error will depend on the slope of the signal

but that boost also affects the input noise. This noise eN-_t that point. In order to sim lify the implementation, a
hancement reduces the signal-to-noise ratio (SNR) at the point. P n '

slicer input, which increases the bit-error rate. With the quantlzeq version of the slopelgpe, is often used, so
that the timing error estimateis given by

*Research supported by UC MICRO grant 00-094, which was spon- .
sored by Broadcom, Intel, Metalink, and Texas Instruments. z = e - slope. Q)
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Figure 3. Timing error estimation and loop filter. Sig-
nals with arrows in the middle are currents.

sdpef1] = -1

Figure 2. Signal and slope quantization in acquisition

mode. 3.2. Steady-state mode

In steady state, the inpuit) consists of recorded data
The calculation of both the slope of the signal and the er- yith large amounts of ISI; the ISI makes extraction of tim-
ror in the sampled value depends on whether the loop ising information fromz(t) difficult. Therefore, decision-
acquiring initial phase and frequency lock or is perform- djirected timing recovery is used in steady state. Signals at

ing steady-state tracking. the slicer, where equalization by the NPDFE has removed
o the ISI, are used to estimate the timing error. A popular
3.1. Acquisition mode timing recovery scheme [2] uses the slicer inp[i] and

Initial acquisition of the correct timing phase and fre- decisionsi to calculate the timing error estimate. The dif-
guency is made during a training sequence. In the mag-ference between decisions is used to estimate the signal
netic recording channel, this sequence is generated by reslope:
peated recording of+1,+1, —1, —1}, which produces a .
sinewave with periodT" (whereT is 1 bit period) when slopelk — 1] = (alk] — alk —2])/2 4)
read. Acquisition is achieved by adjusting the ICO phase
so that every other sample oft) is at a zero crossing. )
The timing error estimate is calculated from the samples 91Ven by:
x[k] of z(t). Near a zero crossing, the sample e#féd is
the samplec[k] since the ideal sample value is 0. The sign
of the slope _ofv(t) near the zero crossing is given by _the wheree[k — 1] = y[k — 1] — a[k — 1] is the decision-slicer
sign of the difference between the following and previous 4,
samples ofc(t), i.e. by the sign ofe[k + 1] — [k — 1].

Hence, the steady-state timing error estimate, from (1), is

z[k] = e[k — 1] (a[k] - a[k — 2])/2 (®)

In this case, since:(t) is a sinusoid with periodiT, .
z[k + 1] = —z[k — 1], so the quantized slope estimate 4. Implementation
Is given by . A 4.1. Timing Error Estimator and Loop Filter
slopelk] = —&[k —1] 2) A simplified block diagram of the timing-error estima-
wherei[k — 1] is a quantized version af{k — 1]. Thus, tor and loop filter is shown in Fig. 3. While signals are
from (1), the timing error estimate is [3] shown as single-ended here for simplicity, all analog cir-
cuits are fully differential.
z[k] = —z[k)z[k — 1] (3) The FIR forward equalizeB(z) uses sample-and-hold

amplifiers (SHAs) that hold present and past samples of
However, rather than usgl/k] = +1 as in [3], we use theinputz[k], and the noise predictot(z) holds past val-
#[k] € {~1,0,+1} by quantizingz[k] to 3 levels using  ues of the slicer inpug[k]. These held samples are used

comparators with thresholds set to approximatebn% to generate the timing error estimaté], so no additional
of the full scale voltage. This signal and slope quantiza- SHAs are needed.

tion is illustrated in Fig. 2, wherelope[1] = —2[0] = —1 In steady-state mode, the error currefit — 1] is gen-
andslope[2] = —2[1] = 0. Quantizing to 3 rather than 2 erated by applying[k — 1] anda[k — 1] to a differenc-
levels avoids adjusting the clock phase whéh — 1] is ing transconductancé&¢n) cell. In acquisition mode, the

small (whenu[#] is far away from a zero crossing); this re-  Voltagex[k] and zero are input to them cell to generate
sults in a maximum initial phase offset which is less than the error current. This current is multiplied by the slope
the scheme in [3], which reduces the maximum acquisi- €stimate according to (3) or (5) using switches to gener-

tion time. At a phase offset close to @:5a repeating atez[k]. This slope estimate is generated from quantized
11 signals ¢ or &) and takes one of 3 valués-1, 0,—1}.

~ 1 1 i
sgmple sequence = {Jrﬁ’ v V2 ﬁ} 'S pos- Currentz[k] is integrated onto a capacitor. The voltage
sible. Oscillation (hangup) of the timing loop at this tim- output of the integratow, is converted to a current by the
ing offset can occur as ~ —%, +%7 —%» +% in transconductance cefl The resulting current is added to
this case. Such oscillation is avoided by preventing the az[k] to form the loop filter outpuf ;. The integration
timing loop from updating in two consecutive bit periods. allows for frequency offsets between the local ICO and
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Figure 4. Multiplier and loop filter integrator.

state.

In steady state, the loop filter coefficients used were
a = 0.2 and3 = 40pA/V. The differential integration
capacitance was 20pF, agt, = 0.1mA/V. The ICO gain
wasKrco = 140kHz/ MA. (b)

The multiplication and integration in Fig. 3 are realized
together by the fully differential structure shown in Fig. 4.
The errore is represented by a differential current

the read data while maintaining zero phase offset in steady
\Y

Ss

Figure 5. (a) Three stage ring oscillator. (b)Replica
bias circuit.

€ :Iep _Ien (6)

current sources generating the common-mode feedback
currentlcyy. Whenslépe = 1, these offsets will be inte-
grated onto the capacitors. However, whéope = —1,

the complement of such offsets will be integrated. Since,
for binary data, a positive slope estimate must be followed
by a negative slope estimate (with an arbitrary number of

The switches in Fig. 4 are controlled by the slope es-
timate slope. For a positive slope estimatep = 1 and
dn = 0 so the error current is integrated onto the capac-
itors. For a negative slope estimatg, = 0 anddn = 1
and the negative of this current is integrated. For a slope
estimate of zero, all switches remain open and no inte- ) . )
gration is performed. When all switches in Fig. 4 are zero slope estimates in between), the net offset integrated
open, all current sources are switched to a replica circuit IS Z€r0. o )
(not shown), so that the current-source transistors remain | "€ slope multiplication and scaling by factefor the
in saturation. The signalgp anddn have a duty cycle of  direct path in the loop filter in Fig. 3 are combined in a
50% to avoid integrating glitches and allow time for the Mmanner similar to that described fpr the integrator in Fig.
errore to settle before being multiplied by the slope. 4 Therefore, the effect of off_set§ in this path are reduced
The 4 cascode devices with gates connectebictg, in the same way as they are in Fig. 4.
buffer the outputs from clock feedthrough due to the )
switches. The integration capacitoi§;{, — 40pF) are ~ 4-2- Current Controlled Oscillator
implemented by PMOS devices whose drain, source and The current controlled oscillator is shown in Fig. 5(a).
body are connected to the positive supply. Itis a 3-stage ring oscillator; its frequency is controlled by
The common-mode (CM) voltage at the output of the tail current/;co in each stage. A replica bias circuit in
integrator is set td/c)s by a CM feedback circuit (not  Fig. 5(b) generates bias voltagg; that makes the drain
shown) that controls the currefit,;. However, there is  currents of both conducting PMOS load devices in each
no CM feedback when the slope is zero because the curinverter equal when all the tail current is steered to one
rent sources are not connected to the outputs in this caseside. This biasing ensures a large output swing over a
In practice, this is acceptable since the amount of CM volt- wide range of operating frequencies. Whep = vy,
age drift due to leakage currents is small, even during athe PMOS devices controlled ¥ are triode. The other
long period of successive zero slopes. PMOS load devices are diode-connected. The conduc-
Any dc offset that can be referred to the input of the tances of the triode and diode-connected transistors have
loop filter will result in a steady-state phase error in the opposite voltage coefficients. Therefore, the two load
recovered clock. One potential source of such offset is impedances in each inverter are fairly well matched over
due to offset in thezm cell generating the error current the output swing [5], which helps reduce supply noise
e. Another potential source is mismatch between the two coupling that can cause jitter.
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Figure 6. Die photograph.

Capacitors formed from the 3 metal layers form a lin-
ear differential capacitive load and set the oscillation fre-
guency range to include the expected operating rate of the
NPDFE. Common-mode (CM) oscillation is avoided by
using a cascoded tail current source for high CM rejec-
tion. The measured operating range of the ICO is 40MHz-
240MHz. Figure 8. Measured jitter histogram at 160Mbps and

16dB input SNR.
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5. Measured Data

The 0.5:m CMOS prototype contains the blocks in 6. Conclusion

Fig. 1. A die photograph is shown in Fig. 6. Measure- A timing recovery scheme for a NPDFE has been
ments were taken using a signal that models a Lorentziangemonstrated. The addition of on-chip timing recovery

read channel withPWs, = 2.57. The signal was  and clock generation increased the maximum data rate to
loaded into an arbitrary waveform generator and band- 160 Mbps, compared to 100 Mbps for the prototype in [1],
limited white noise was added to form the test input sig- \here all clock generation was performed off-chip. The
nal. The measured bit-error rate versus input SNR. with maximum speed is limited by the NPDFE circuits and not
and without timing recovery enabled is plotted in Fig. 7 py the timing recovery loop, which is capable of operating

at 160Mbps. The SNR loss with timing recovery is 0.2- ahout 50% faster, based on simulations and the measured
0.4dB compared to without timing recovery (i.e., oper- |cQ oscillation range.

ating the input sampler from an external clock synchro-
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Table 1. Measured performance at 3.3V and 25°C. channel"GLOBECOM vol. 3, pp. 1794-1799, 1990.
R G L | | e e A P, 9 55
[P)ata Ratg :-1/T | 160Mbps [5] J.G. Maneatis, “Low-jitter process-independent DLL and
F;)evgﬁjreg;;qll_nogcs ;(;n%ney) i];:/:qw (27mw) EI(_)\I; tigsé%d on self-biased technique33SC pp. 1723-32.
Maximum Acquisition Time 100T
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