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Most data-intensive operations for multimedia applications such as image pro-
cessing, vision, and 3D graphics require high external memory bandwidth. In
augmented-reality (AR) processors [1], both 3D graphics and vision operations
are required, so memory bandwidth becomes even more critical. In [1], howev-
er, memory bandwidth is not considered, floating-point processing is not sup-
ported, and there is no cache memory for texturing, which is a performance bot-
tleneck of common graphics pipelines. In this work, a heterogeneous multime-
dia processor is presented to process various mobile multimedia applications in
a single chip on Si-interposer for high memory bandwidth. The implemented
processor has 4 key features: (1) A transceiver pool (TRx) that reconfigures
strength of output drivers according to the channel loss for IC-stacking on Si-
interposer, (2) A mode-configurable vector processing unit (MCVPU) for frame-
level parallelism, (3) An energy-efficient unified filtering unit (UFU) with adaptive
block selection (ABS) algorithm for memory-access-efficient texturing, and (4) a
unified shader (US) with floating-point scalar processing elements (SPE) and
partial special function units (PSFU) to enhance graphics processing perform-
ance and quality. With these techniques, we achieve 1.7x frame rate and 8x
memory bandwidth improvement in full AR operation.

Figure 7.3.1 shows a target prototype of the entire system. The processor and
DRAM silicon dies are stacked on a Si-interposer redistribution-layer. A TRx
based on channel characteristics of the Si-interposer enables data communica-
tion between two dies while minimizing channel loss. Through-silicon-vias (TSV)
constitute the interface for external data communication and power supply. The
processor is composed of 4 programmable IPs (MCVPUs, a UFU, a US, and a
RISC), 3 application-specific IPs (vision/graphics specific processing units
(VSPU/GSPU), and a pose estimator), and a custom-designed analog IP, TRx.
MCVPUs perform both data-intensive low-level image processing and per-pixel
operations for vision and 3D graphics, respectively. Sixteen types of filtering
operations for vision and 3D graphics are supported in UFU with a level-0 data
buffer for energy-efficiency. The US performs floating-point geometry process-
ing. The VSPU receives parallel data from MCVPUs and generates descriptors for
pose estimation. The pose estimator makes a transformation matrix using
descriptor vectors, and stores it into the constant-memory of the US for matrix
multiplication. The GSPU interpolates vertex attributes for fragment rasterization
and generates each fragment’s level-of-detail (LOD) of texture maps for the ABS
algorithm. The ABS algorithm includes tile-based rasterization (TBR), which
exploits spatial locality of pixel fragments [3]. Each IP is independently con-
trolled by IP-level clock gating, so different operation modes can be organized
with different combination of various IPs.

In general, a processor communicates with an external memory through metal
wires on a PCB. The length of metal wire is normally centimeter-order, so the
channel loss is considerable when using high-speed data communication.
Stacking the processor and DRAM dies on Si-interposer overcomes this draw-
back, since the channel length of Si-interposer is much shorter than a PCB’s. It
also realizes system miniaturization [2]. TRx is designed for channel (1.6GHz)
loss compensation of Si-interposer as shown in Fig. 7.3.2. Eight select-signals
are generated from a linear-feedback-shift-register, and serialize multiple data
bits into a single output stream. Strength of output drivers is configured as 8
steps according to the channel loss. A serialized input stream is demuxed into
parallel streams in a receiver. TRx results in 8x memory bandwidth improvement
compared to previous work [1].

Descriptor generation with pose estimation and 3D object augmentation are
completely independent operations, so these 2 operations can be processed in
parallel. In this case, performance is substantially improved, but required mem-
ory bandwidth also increases linearly. So, our system is appropriate for frame-
level parallelism. Four MCVPUs and a UFU can be configured as independent
clusters for frame-level parallelism of AR. The MCVPU consists of 8 PEs, each of
which has 6-way VLIW architecture for 16b arithmetic, logic operations, and data

communication. Eight PEs are organized as an 8-way SIMD unit for low-level
image processing (IMG-mode), and two 4-way SIMD units for 3D graphics (3D-
mode). An image-processing operation configures 4 MCVPUs as IMG-mode, and
uses UFU as a filtering unit for low-level image processing. A 3D graphics oper-
ation configures 4 MCVPUs as 3D-mode for pixel shading, and uses UFU as a
texture unit. Three MCVPUs in IMG-mode and MCVPU3 with UFU in 3D-mode
are organized as independent processing clusters for frame-level pipelining as
shown in Fig. 7.3.1. Frame-level pipelining requires a large set of registers and
memory spaces. This increases energy and area cost. In our processor, howev-
er, CMEM of US is used for frame-level pipelining. The proposed AR configura-
tion achieves 1.7x higher frame rate compared to previous work [1].

Most low-level vision operations consist of various filtering operations. For a sin-
gle filtering operation, multiple instructions are required in a general processing
core. In UFU, however, a single instruction is enough for each filtering operation.
Figure 7.3.3 shows the UFU. The UFU supports 16 filtering operations for graph-
ics and vision. The previously proposed CFU supports 7 filtering operations [4].
UFU includes a 512B L0 buffer and an 8KB L1 cache. The LO buffer improves
energy efficiency with the addition of small hardware area by limiting direct ref-
erences to L1 SRAM cache. In a texturing operation, energy consumed in the
UFU is reduced by 80% compared to the conventional texture unit, and 15%
compared to the TFM [5]. The ABS algorithm dynamically controls the size of a
texture block to be fetched from an external memory. It reduces stall cycles
caused by external memory accesses, and then enhances texturing performance.
The center point of each tile, area and shape of the current triangle determine the
size of a texture block to be fetched as described in Fig. 7.3.4. Texturing perform-
ance is improved by 17.9% compared to the A-index [6], and 9.1% compared to
the TBR without ABS [3].

In a general graphics pipeline, a floating-point datapath is used in geometry pro-
cessing for its precision. The US consists of 4 homogeneous single-precision
floating-point SPEs, and each SPE has a 4-way VLIW architecture. Each SPE has
its own PSFU, but the look-up table (LUT) is shared by 4 SPEs with table loader
(TBLD) as shown in Fig. 7.3.5. TBLD exploits access patterns to the shared LUT
by using multi-fetch and bank-partition schemes [7]. The US reduces total laten-
cy of full shading operation by 53%, 30% compared to 1-issue SIMD and 2-issue
SIMD architecture, respectively.

Figure 7.3.6 summarizes chip features. The UFU with the ABS algorithm
improves energy efficiency and performance, so the energy-delay product is
reduced by 70%. The US reduces the area-delay product by 38.5% compared to
the 2-issue VLIW SIMD. This chip is fabricated in 0.13ym 1P6M CMOS. It inte-
grates 1.46M logic gates and an analog IP, TRx, within a 4x4mm? die. MCVPUs
operate at maximum 200MHz, and the other digital IPs operate at 100MHz.
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Figure 7.3.1: System prototype and architecture of the processor. Figure 7.3.2: Transceiver with reconfigurable output driver.
atile
- R R (notyet)
200MHz in / 100MHz out Dual-Clock FIFO Large triangle search (condition 3*)
nd _ atile
— y - data fetcher bounding box of the current triangle (processed) ¥
l filter type / (x,y) or (u,v) position /imgID or texID / ABS-flag / LOD / d-fraction “dih of the bounding b
Level-0 DATA buffer R e L o
15~ address generator height of the bounding box . edgety \
g » | 512 Bytes Data Array - area of the current triangle center of a tile )
1-D filter 2D filter 3-D filter = 2-way set-associative buffer arca of the bounding box (current tile) )N edges
[four horizontal fiters] | [bilinear fiters] [trilinear filters] 8| | TagAmay Data Array GRS ) / N
1x4/1x8 line fiters | with external coeffs. with external coeffs. = w0 s i€ (min(B. w, B_hy < % x max(B_w, B_h)) / " \
15/ 1x7 gaussian fiters | with internal cosfs. | with internal coeffs. = 53 e 1 condition 3 i fulse Zas \
line filters ] rereein 2 =85 clscif (A_tri<%xA_b) ~
_— LD ST 2 “wi 255 not large 1/ condition 3 is false all the ﬂ edge2| \\
—_— . T 23
CLLETTTT LY [ B DS Eleg i
v-'racticln -l - 7 d-fraction | | & W 883 | large 1l condition 3 is true =
gaussian filters T 5 W0 S ﬁ clse , 3 edge functions
[3x3 general filters] I~ @ w1 © & not large Il condition 3 is false x for 3 edges
[four vertical filters] 4 types of external coeffs. AEED I3 4
4x1/8x1 line filters 3 |
5x1/7x1 gaussian filters S I
x177x1 gaussian fi % Level-1 DATA cache ‘ vertices attributes (from Unified Shader) Nyt N2y Nys
1, T2, 13
8 Kbytes Data Array — Nur, Nuo, N
- g1, Ny2, Nys -
2-way set- cache c Primitive Assembly di. o d
8 bank / 1R-1W port / single Tag 3) e 1, Ao, ds
£ assembled triangle B
o = | | TagAmay Data Array g " tile center (x, y) l triangle areal triangle areai
u-fraction K 5= 8 Triangle Setup Edge Functi comparator comparator
v-fraction  coefficient 4 r 9 — min/max b~ ¥ o p " ge Functions (thresholdsmar) )
@ @ o edge function / interpolation coeffs.
z;tz?n‘:n;;\ generator dder e E 5‘ ﬁ é 2 ge function / interpolati ‘:> >0, r2>qy >0 ?l area > th sma.,i area > th ‘a,iel
Y 4,5,7,8, or 9 - add 5 ¢ £39 & ‘ Tile-Based-Rasterization 1) 2) 3%)
filterin, ] £83 ; T
external coefficients (fittering) [ =32 £ [[oixelwith adjacent pixels uv-coord. -~ (cond.1 trus  cond.2 frue  cond3 trus)
5 Q - . . .
l Filter out (1 filtered texel / 4 filtered pixels) / min-max out (4 min [or max] pixels) = § LOD / d-fraction generation > ABS flag = 2’10 (16x16 texture block)
T .. (cond.1 true / cond.2 true / cond.3 false)
100MHz in / 200MHz out Dual-Clock FIFO lpw with LOD / d-fraction / ABS-flag > ABSflag=2b01 (8x8 texture block)
from external memory — _ (otherwise)
B > ABS flag = 2'b00 (44 texture block)
Figure 7.3.3: UFU for low-level filtering operations. Figure 7.3.4: ABS algorithm for memory-access-efficient texturing.
four-way SIMD quad-issue SPE A o M aw " of
rame rale - Memory Performance (# of cycles
o| Cox][0y ][0z )[vow] 4 [v0x] [vix ]2 [¥x] a(framesiocs) (MBlsalpin) (#of cycles)
S| [vox][voy ][voz] L Doy ] [viy ] ey ] 58y [VGA image] 10,800k
VOx ][Oy 0.z |[viz | [vez ][5z TF':wISS 0.13um CMOS (1P6M) £ T 046%
- . [vow ] [viw | [v2 ] [¥am] echnolosy 5 Tz TR
~"l«— from Host I/F Z 1R a > TYV9.1%
— 3 ] [z | (et e [ v ] v | 2 Power Supply 1.2V (core) / 33V (10) 3 .
- from Pose Estimator viyl[viz]. o oy ][viy][2y] ey E A X|70
viy e vz [viz) ez <] 100 25
‘ IMEM R i ot ; Chip Size 4mm x 4mm T 'ﬂ |
] 64b 2y |[2z ||\a.w|4t‘h‘ Vo |[viy | [v2y | V8w Operating ISSCC This ISSCC  This TFM A-ldx TBR This
Attribute Instruction Fetch 2y |[v2z] [vox | [vix ] [v2x - Frequency MCVPU : 200MHz / others : 100MHz 2010 [1] Work 2910[11 Work 51 (6] [3] Work
Conversion - 2y Normalized Energy consumption (mJ)
Matrix Instruction Decode ) execution latency
Power 276 i for ful operation 1075 10.72
IBUF GPR GPR mW for raphics 10 _ - 9
\ I | [ [V [Bz] [vaw] ComsumBien | e ecasag Gk,

J128b J128b 31280 B Bylez] Reduced latency 53.0%

2,y }145%

operand distributor
ToT32b 15320 [43320 L4432 =-I Gate Counts 1.46M gates
Execution Unit UN: N-th context (vertex)

SPE (floating-point ALU) Cluste
(floating-poin ) Cluster performance comparison (4-way SIMD / 4 SPEs) Bandwidth
- 1.6Gbit/sec/pin [B00MHz DDR2 DRAM]

lan 0%

iissue 2-issue  This
SIMD  SIMD  Work

TFM A-ldx TBR This
81 6] 3 Work

Unified Filtering Unit (UFU) with Adaptive Block Selection (ABS) ; 1280x1024 Quake3

Unified Shader (US) with Homogeneous Scalable PEs

PSFU 0 PSFU 1 PSFU2 |-+ PSFU N-1 McvPU Normalized Energy-Delay Product
shared ) ) ) - 38.4GOPS (16bit) [1.6G Pixels/sec] Area-Delay Product (10%sec-J)
Table Loader (TBLD) LUT " " . T, Performance 499
‘ coefi| ™ coett] ™ coert| " coefr| " (Peaky | YUY 0 50 B38%
T b o o \ v v v - TU: 800M Texels/sec : § 0
v ¥ 1 Table Loader (TBLD) with multi-fetch feature | - FU: 400M Filtering/sec [any types] 36.0% (38.5% 0%
Write Back 400M Min_Max/sec 267.8
| index index index index
1280 L coeff coeff coeff coeff us 69.8%
Attribute Conversion Matrix -
L } \ | [ Bank0 | [ Bank1 | [ Bank2 |--[BankA-1] 1-6GFLOPS [25M Polygonsisec] 8096
| shared LUT with bank-partition feature
Yto GSPU . 1-ssue 2-issue  This TFM A-ldx TBR This
SIMD SIMD Work 51 6] [3 Work

Uni

d Shader architecture TBLD with multi-fetch / shared LUT with bank-partition

Figure 7.3.5: US architecture with PSFU. Figure 7.3.

: Chip specification and performance comparison.
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Figure 7.3.7: Chip micrograph.
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