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Abstract—Networks of workstations are rapidly emerging as a cost-effective alternative to parallel computers. Switch-based interconnects with irregular topology allow the wiring flexibility, scalability, and incremental expansion capability required in this environment. However, the irregularity also makes routing and deadlock avoidance on such systems quite complicated. In current proposals, many messages are routed following nonminimal paths, increasing latency and wasting resources. In this paper, we propose two general methodologies for the design of adaptive routing algorithms for networks with irregular topology. Routing algorithms designed according to these methodologies allow messages to follow minimal paths in most cases, reducing message latency and increasing network throughput.

As an example of application, we propose two adaptive routing algorithms for AN1 (previously known as Autonet). They can be implemented either by duplicating physical channels or by splitting each physical channel into two virtual channels. In the former case, the implementation does not require a new switch design. It only requires changing the routing tables and adding links in parallel with existing ones, taking advantage of spare switch ports. In the latter case, a new switch design is required, but the network topology is not changed. Evaluation results for several different topologies and message distributions show that the new routing algorithms are able to increase throughput for random traffic by a factor of up to 4 with respect to the original up ‘down’ algorithm, also reducing latency significantly. For other message distributions, throughput is increased more than seven times. We also show that most of the improvement comes from the use of minimal routing.

Index Terms—Networks of workstations, irregular topologies, wormhole switching, deadlock avoidance, adaptive routing.

1 Introduction

Wormhole switching [8] has become the most widely used switching technique for multicomputers and distributed shared-memory multiprocessors (DSMs). Wormhole switching only requires small buffers in the routers through which messages are routed. Also, it makes message latency largely insensitive to the distance in the network. See [30] for a detailed analysis of wormhole.

The main drawback of wormhole switching is that blocked messages remain in the network, therefore wasting channel bandwidth and blocking other messages. In order to reduce the impact of message blocking, physical channels may be split into virtual channels by providing a separate buffer for each virtual channel and by multiplexing physical channel bandwidth. The use of virtual channels can increase throughput considerably by dynamically sharing the physical bandwidth among several messages [9]. However, it has been shown that virtual channels are expensive, increasing node delay [7].

An alternative but complementary approach to improve network performance consists of using adaptive routing [20]. This routing strategy provides alternative paths to route messages, thus avoiding congested regions in the network and increasing throughput. However, deadlocks may appear if the routing algorithms are not carefully designed. A deadlock occurs in an interconnection network when no message is able to advance toward its destination because network buffers are full. As routing decisions must be taken in a few nanoseconds in wormhole routers, a practical way to avoid deadlock is to design deadlock-free routing algorithms. A simple and effective approach to avoiding deadlocks consists of restricting routing so that there are no cyclic dependencies between channels [8]. A more efficient approach consists of allowing the existence of cyclic dependencies between channels while providing some escape paths to avoid deadlock [14], [15]. The resulting routing algorithms are much more flexible, usually increasing performance. As a consequence, some recent router implementations, like the MIT Reliable Router [11], [12] and the Cray T3E router [35], are based on these techniques, implementing escape paths as dedicated virtual channels. Additionally, there has been considerable interest on these issues. Several researchers developed alternative theories of deadlock avoidance, proposing sufficient conditions [2], [26], [37], [22] and necessary and sufficient conditions [16], [17], [34], [27] for deadlock-free adaptive routing.

Networks of workstations (NOWs) have received considerable attention during recent years. Due to the high cost of parallel computers and the rapidly increasing computation power of microprocessors, NOWs are becoming a cost-effective alternative to parallel computers. In this way, NOWs behave more like distributed multicomputers and DSM machines spread around entire buildings than like simple LANs. NOWs may not provide the closely coupled environment of multicomputers and multiprocessors. However, they provide a similar programming environment and...
meet the needs of a great variety of parallel computing problems at a lower cost (see [1] as an example). Additionally, they provide an efficient and more natural environment for some highly demanding applications, like distributed multimedia databases.

Recently, several switch-based interconnects like Autonet\(^1\) [33], Myrinet [4], ServerNet [23], and ServerNet II [21] have been proposed to build networks of workstations. Typically, these switches support networks with irregular topologies. Such irregularity provides the wiring flexibility required in local area networks, also allowing the design of scalable systems with incremental expansion capability. The irregular connections between switches also make routing and deadlock avoidance on these networks quite complicated. Current proposals avoid deadlock by removing cyclic dependencies between channels. As a consequence, routing is considerably restricted and many messages must follow nonminimal paths, thereby increasing latency and wasting resources. Thus, more powerful routing strategies are required for NOWs. These strategies should route messages along minimal paths and take advantage of alternative paths available in the network while being flexible enough to be implemented on any topology.

In this paper, we take such a challenge. In order to increase the adaptivity of routing algorithms for irregular networks, the design methodology presented in [14], [15] for regular networks could be applied to irregular ones, routing messages along minimal routes and using escape paths to avoid deadlock. However, that methodology cannot be directly applied to irregular topologies. In this paper, we propose two general methodologies for the design of adaptive routing algorithms for networks with irregular topology. The first one is very similar to the methodology proposed in [14], [15], but modified in such a way that it guarantees deadlock freedom for any topology. The second methodology refines the first one, reducing the amount of messages that follow nonminimal paths. As an application of the new design methodologies, we use them to derive two adaptive routing algorithms for Autonet networks. These algorithms increase adaptivity while allowing messages to follow minimal paths in most cases, reducing message latency and increasing network throughput. The proposed routing algorithms do not require a new switch design. They can be implemented simply by changing the routing tables and adding links in parallel with existing ones, taking advantage of spare switch ports. They can also be implemented by splitting physical channels into virtual ones. In this case, the network topology remains unaltered. However, this approach would require a new switch design supporting virtual channels. We will present a detailed performance study of the proposed routing algorithms, comparing them with the up’/down’ routing scheme used in Autonet networks. Also, we will analyze in depth the proposed routing algorithms in order to know the reasons for the performance improvement over up’/down’ routing. Finally, in this paper, we analyze the influence of the variations in the network topology on the performance of the different routing algorithms.

The rest of the paper is organized as follows: Section 2 introduces networks of workstations, focusing on the interconnection network. Section 3 describes two general methodologies for the design of adaptive routing algorithms for networks with irregular topology. As an example, these methodologies are applied to the Autonet routing algorithm. Section 4 describes the routing algorithm proposed for Autonet networks, showing how its performance can be improved by applying the new methodologies in Section 5. The routing algorithms designed according to the proposed methodologies are evaluated in Section 6. Finally, some conclusions are drawn.

2 NETWORKS OF WORKSTATIONS

Networks of workstations are usually arranged as switch-based networks, which consist of a set of switches, each one having several ports. Each port provides bidirectional connectivity through an external link. A set of ports in each switch are either connected to different workstations or left open, whereas the remaining ports are connected to ports in other switches to provide connectivity between the workstations. Such connectivity is typically irregular and the only thing that is guaranteed is that the network is connected. Typically, all links are bidirectional full-duplex and multiple links between two switches are allowed. Such a configuration allows a system with a given number of workstations to be built using fewer switches than a direct network, while allowing a reasonable number of external communication ports per switch. Fig. 1a shows a typical NOW using a switch-based interconnect with irregular topology. In this figure, it is assumed that switches have eight ports and each workstation has a single port.

Switches may implement different switching techniques, like wormhole, virtual cut-through, or ATM. However, wormhole switching is used in recently proposed networks like Myrinet [4] and ServerNet [22]. So, we will restrict ourselves to wormhole switching in this paper. Nevertheless, the design methodologies proposed in this paper are also valid for packet switching and virtual cut-through. Several deadlock-free routing schemes have been proposed in the literature for irregular networks [33], [4], [23], [32]. Routing in irregular topologies can be performed by using source routing or distributed routing. In the former case, each workstation has a routing table that indicates the sequence of ports to be used at intermediate switches to reach the destination. That information is stored in the message header [4]. In the latter case, switches require routing tables. These tables store the alternative output ports that can be taken by the incoming message. Table lookup routing allows the use of the same switch fabric for different topologies. However, some network mapping algorithm must be executed in order to fill those tables before routing can be performed. The details of the mapping algorithm greatly depend on the underlying hardware support.

Once a message reaches a switch directly connected to its destination workstation, it can be delivered as soon as the corresponding link becomes free. Thus, we are going to
focus on routing messages between switches, modeling the interconnection network $I$ by a multigraph $I = G(N, C)$, where $N$ is the set of switches, and $C$ is the set of bidirectional links between switches. Fig. 1b shows the graph for the irregular network in Fig. 1a.

3 DESIGN METHODOLOGIES FOR ADAPTIVE ROUTING ALGORITHMS

In this section, we propose two general methodologies for the design of adaptive routing algorithms for networks with irregular topology. The first one is similar to the methodology proposed in [14], [15]. However, it restricts the use of adaptive channels to messages that did not use escape paths at previous routing steps. This constraint guarantees deadlock freedom on any topology, as will be seen later. The resulting design methodology increases adaptivity while allowing messages to be routed following minimal paths in most cases. The second design methodology refines the first one in order to reduce the amount of messages that follow nonminimal paths.

3.1 Increasing Adaptivity

The first design methodology is very simple. Given an interconnection network and a deadlock-free routing function defined on it, it is possible to duplicate all the physical channels in the network, taking advantage of spare switch ports. Alternatively, it is possible to split physical channels into two virtual channels. In both cases, the graph representation of the network contains the original and the new channels. Then, the routing function is extended in such a way that newly injected messages can use new channels without any restriction as long as the original channels are used exactly in the same way as in the original routing function. New channels can be used for fully adaptive minimal (or nonminimal) routing. Minimal routing usually provides better performance because messages occupy fewer resources on average. Messages coming through a new channel can reserve either new or original channels. However, once a message reserves one of the original channels, it can no longer reserve any of the new channels. The latter constraint is the main difference between the methodology proposed in [14], [15] and the one proposed here. This constraint drastically simplifies the proof of deadlock freedom. Moreover, as will be seen in Section 5, deadlock may occur if that constraint is not enforced.

Deadlock-freedom can be proven informally by contradiction as follows: Suppose that there is a deadlocked configuration. In this configuration, messages cannot occupy the original channels because the original routing function is deadlock-free, and once a message has entered the set of original channels, it cannot return to new channels. Thus, all blocked messages must occupy new channels. However, those messages can escape from deadlock by using the original channels because the original routing function is able to deliver messages from any source to any destination. Therefore, there cannot be a deadlocked configuration. Deadlock freedom can be formally proven by using the theory proposed in [15].

This design methodology is valid for any topology. It is also valid regardless of whether the additional channels are physical or virtual ones. This routing strategy is similar to the one proposed in [10], except that it is valid for any topology and it does not require keeping track of the number of dimension reversals.

3.2 Providing Minimal Paths

According to the extended routing function presented in the previous section, new channels provide more routing flexibility than original channels. Moreover, they can be used to route messages through minimal paths. However, once a message reserves an original channel, it will be routed only through original channels until delivered. This may degrade performance because original paths are not
We proceed by contradiction. Suppose that there is a minimal in most cases. Also, routing through original channels produces a loss of adaptivity.

Following this reasoning, the general methodology proposed in the previous section can be refined by restricting the transition from new channels to original channels, since the latter provides less adaptivity and nonminimal paths. In particular, the extended routing function can be redefined in the following way. Newly injected messages can only leave the source switch using new channels belonging to minimal paths, and never using original channels. When a message arrives at a switch from another switch through a new channel, the routing function gives a higher priority to the new channels belonging to minimal paths. If all of them are busy, then the routing algorithm selects one of the original channels belonging to minimal paths (if any). This original channel will be used as an escape path. To ensure that the new routing function is deadlock-free, if none of the original channels provides minimal routing, then the original channel that provides the shortest path will be used, guaranteeing that at least one escape path exists at each switch. In case several original channels provide shortest paths, only one of them will be supplied by the routing function. Once a message reserves an original channel, it will be routed using these channels according to the original routing function until it is delivered. By restricting the use of original channels in this way, we allow most messages to follow minimal paths, and therefore, a more efficient use of resources is achieved. Note that routing algorithms designed according to the methodology described in Section 3.1 provide greater adaptivity, while with this new design methodology we try to restrict routing to only minimal paths, reducing adaptivity at the current switch. Nevertheless, this methodology may increase adaptivity at the remaining switches by keeping messages on new channels.

The improved design methodology also supplies deadlock-free routing algorithms, assuming that the original routing function is deadlock-free. The proof of deadlock freedom differs from the one for the methodology proposed in the previous section, because newly injected messages can only leave the source switch using new channels. The following theorem formally proves deadlock freedom.

**Theorem 1.** The improved design methodology supplies deadlock-free routing functions.

**Proof.** We proceed by contradiction. Suppose that there is a deadlocked configuration. In this configuration, each message is waiting for channels occupied by other messages in the configuration. However, messages in the configuration cannot occupy original and new channels, because once a message reserves an original channel, it cannot request a new channel again. Also, messages cannot occupy only original channels because the original routing function is deadlock-free. Therefore, all the blocked messages must occupy new channels. However, those messages can escape from deadlock by using the original channels because the original routing function is able to deliver messages from any switch to any destination. The only exception is that newly injected messages can only leave the source switch using new channels. Thus, in a configuration consisting of newly injected messages only, no message is able to escape from deadlock through original channels. However, if one of those messages is waiting for a new channel, it is occupying a channel directly connected to a workstation. Therefore, no other message in the configuration can request the channel it occupies and that message is not involved in the deadlocked configuration. Thus, there is no deadlocked configuration, contrary to the initial assumption.

This result is valid for any topology and any original deadlock-free routing algorithm. Deadlock freedom also can be proven by using the theory proposed in [15].

### 4 The Autonet Routing Algorithm

As an example, we are going to apply the design methodologies proposed in Section 3 to Autonet networks. For this purpose, we first describe the routing algorithm proposed for those networks. The routing scheme used in Autonet, commonly known as up’/down’ routing [33], is deadlock-free. It provides partially adaptive communication between the nodes of an irregular network. The Autonet routing algorithm is distributed, and implemented using table-lookup. When a message reaches a switch, the destination address stored in the message header is concatenated with the incoming port number, and the result is used to index the routing table at that switch. The table lookup returns the outgoing port number that this message should be routed through. When multiple valid routes exist from the current switch to the destination, the routing table returns all the alternative outgoing ports. In the case that multiple outgoing ports are free, the routing scheme selects the one with the lower identifier.

The routing table in each switch must be filled before messages can be routed. To do so, a breadth-first spanning tree (BFS) on the graph $G$ is computed first using a distributed algorithm. This algorithm has the property that all the switches in the network will eventually agree on a unique spanning tree. Routing is based on an assignment of direction to the operational links, including the ones that do not belong to the tree. In particular, the “up” end of each link is defined as: 1) the end whose switch is closer to the root in the spanning tree; 2) the end whose switch has the lower ID, if both ends are at switches at the same tree level (see Fig. 2). Links looped back to the same switch are omitted from the configuration. The result of this assignment is that each cycle in the network has at least one link in the “up” direction and one link in the “down” direction.

To eliminate deadlocks while still allowing all links to be used, the up’/down’ routing algorithm uses the following rule: a legal route must traverse zero or more links in the “up” direction followed by zero or more links in the “down” direction. Thus, cyclic dependencies between channels are avoided because a message cannot traverse a link along the “up” direction after having traversed one in the “down” direction. Such routing not only guarantees deadlock-freedom, but also provides some adaptivity. The lookup tables can be constructed to support both minimal and nonminimal adaptive routing. However, in some cases, up’/down’ routing is not able to supply any minimal path.
between some pairs of switches, as shown in the following example.

Fig. 2 shows the example irregular network shown in Fig. 1a. Switches are arranged in such a way that all the switches at the same tree level are at the same vertical position in the figure. The root switch for the corresponding BFS spanning tree is switch 0. The assignment of “up” direction to the links in the network is illustrated. The “down” direction is along the reverse direction of the link. Note that every cycle has at least one link in the “up” direction and one link in the “down” direction. It can be observed that all the alternative minimal paths are allowed in some cases. This is the case when the destination host is connected to the root switch. For example, a message transmitted from switch 7 to switch 0 can be routed either through switch 4 or switch 2. In some other cases, however, only some minimal paths are allowed. For example, a message transmitted from switch 2 to switch 5 can be routed through switch 0 but it cannot be routed through switch 1. It should be noted that any transmission between adjacent switches is always allowed to use the link(s) connecting them, regardless of the direction assigned to that link. However, when two switches are located two or more links away, it may happen that all the minimal paths are forbidden. This is the case for messages transmitted from switch 4 to switch 1. The only minimal path (through switch 6) is not allowed, because it requires one transition from “down” to “up” direction. All the allowed paths (through switches 0, 2, and through switches 0, 5) are nonminimal since they require three hops, while the illegal path through switch 6 requires only two hops.

This problem with minimal paths becomes more important as network size increases. In general, up*/down* concentrates traffic near the root switch, providing minimal paths only between switches that are located near the root switch. In most cases, only nonminimal paths are provided between nonadjacent switches located far from the root switch. Thus, the percentage of nonminimal paths increases with network size. Additionally, the concentration of traffic in the vicinity of the root switch produces a premature saturation of the network near the root switch, thus reducing network throughput. Also, it leads to uneven channel utilization.

5 APPLYING THE DESIGN METHODOLOGIES
The routing scheme used in Autonet networks allows partially adaptive communication between switches. However, as seen in the previous section, it does not always supply minimal paths. Some minimal paths are not allowed because messages traveling along them should go through a link in the “up” direction after having traversed a link in the “down” direction, contrary to the basic routing rule. This “down” to “up” conflict may occur more than once in these minimal paths.

In this section, we present two routing algorithms that allow messages to use these forbidden routes. These algorithms also increase adaptivity and throughput. They are based on the methodologies proposed in Section 3. We can follow two different approaches. In the first approach, physical channels are not split into virtual channels. Instead, the channels in the network are duplicated, taking advantage of spare switch ports. This approach requires adding more wires, but it does not require a new switch design. In the second approach, physical channels are split into virtual channels. This approach does not require more wires, but current switches do not support virtual channels. In both cases, the additional channels will be used to circumvent the “down” to “up” conflicts that prevent routing using minimal paths. For example, in Fig. 2, messages going from switch 4 to switch 1 would be able to arrive at their destination with only two hops through switch 6, instead of using the three-hop paths provided by the up*/down* algorithm. Once channels have been either duplicated or split into virtual channels, the routing algorithm must be extended in order to use the new channels.

New channels are directionless and can be used in both directions, as a shortcut. However, if directionless channels were used without restrictions, the new routing algorithm might not be deadlock-free, as can be seen in Fig. 3. This figure shows part of the extended channel dependency graph [15] for a fragment of an irregular network consisting of four switches. The “up” direction of the channels is also displayed. A new directionless channel connecting switches B and C has been added (shown with a dashed line). If a message is routed through the “up” channel from A to B, the new directionless channel from B to C, and the “up” channel from C to D, it produces the indirect dependency shown in the figure. Thus, there is a cycle in the extended channel dependency graph. Hence, a routing algorithm that imposes no restriction on the use of new channels may not be deadlock-free. This is the reason why both methodologies in Section 3 do not allow messages to be routed...
through new channels after having been routed through the original ones.

5.1 Applying the First Methodology: Increasing Adaptivity

This methodology is intended to overcome the routing restrictions resulting from removing the cyclic dependencies between channels to avoid deadlock. We are interested in providing alternative routing choices that allow messages to use the paths that the Autonet routing scheme does not allow. At the same time, this design methodology considerably increases adaptivity.

When applying the design methodology presented in Section 3.1 to the up down routing scheme, the new routing algorithm can be stated as follows: Original (up down) channels can be used according to the up down rule revisited in Section 4. New channels can only be used if the message arrives at the switch through a new channel or if the message is injected into the network at the current switch. Additionally, a new channel can be used by a message to leave the current switch only if the routing distance from the next switch up to the destination is shorter than the routing distance from the current switch to the destination. This rule prevents messages from being routed through paths that are longer than the original up down paths. Once a message has reserved an up or down channel, it cannot use any of the new channels again. Therefore, when the routing table provides both, up down and new channels, a higher priority has been assigned to the new ones, since they allow messages to be routed with higher flexibility.

Once channels have been duplicated or split into virtual channels, new channels can be used by messages traveling to any destination. For example, in Fig. 2, messages traveling from switch 5 to switch 6 can be transmitted through switch 1 using new channels until they reach their destination. Messages can also move to the up down channel in the hop from switch 1 to switch 6, or they can even reach their destination through up down channels from their source. The same occurs for messages from switch 6 to switch 5. Routing messages in this way increases adaptivity considerably, since the number of possible paths between two switches increases.

As indicated in Section 3.1, the proposed routing scheme is deadlock-free. It is also livelock-free. Effectively, we know that the up down routing scheme revisited in Section 4 is livelock-free. New channels can only be used by a message if it has arrived at the switch through one of the new channels. Additionally, new channels are used to forward messages along paths that are not longer than the basic up down paths. Every time a message advances through a new channel, it gets closer to its destination. Therefore, the new routing scheme is livelock-free.

It is important to note that adaptivity does not increase the complexity of the switch. As switches become faster, they tend to be simpler, and therefore adaptivity could introduce an additional complexity, reducing the maximum performance the switch could achieve. However, since our adaptive routing algorithm is implemented using table-lookup, decisions are taken by looking up in a programmable memory. Thus, modifying the routing algorithm in order to introduce adaptivity does not add any extra delay, since the basic operation (accessing a table) is the same, and routing tables are programmed at the network initialization phase. With respect to the selection of a single output channel from a set of candidates, since up down routing is partially adaptive, it requires making a selection in case that the routing table returns several outgoing channels. When the degree of adaptivity is increased by applying this design methodology, the selection function has to select among a larger set of choices, increasing its delay. However, the delay of the new selection function can be reduced and be almost as small as the one for up down routing if it is implemented efficiently. We can divide the selection function into two concurrent circuits: one to select among original channels and the other one to select among new channels. Each of these two circuits has the same delay as the up down selection function. The only extra delay introduced by our selection function is a multiplexer to select from the set of new channels or the set of original channels, depending on the availability of each of them.

5.2 Applying the Refined Methodology: Providing Minimal Paths

The algorithm that results from the application of the first design methodology to the Autonet routing scheme increases adaptivity considerably. However, most messages are routed through nonminimal paths. On the contrary, routing algorithms designed according to the refined methodology allow most messages to follow minimal routes.

When applying the design methodology of Section 3.2 to the Autonet routing scheme, the original up down routing algorithm must be extended in order to use the new channels efficiently. The new routing function is a direct application of the design methodology, and can be stated as follows: When a message enters the network, it can only leave the source switch by using those new channels that provide a minimal path toward the destination. At intermediate switches, messages arriving on new channels are routed through those outgoing channels (new or original ones) that provide minimal routing. However, once a message reserves an original channel, it can no longer reserve a new one, being routed according to the original up down routing algorithm until delivered. Thus, when the routing table provides both up down and new channels, a higher priority is assigned to the new ones, since they allow messages to follow minimal paths and also allow them to be routed with higher adaptivity. In case all the new channels belonging to minimal paths are busy and none of the original channels offers a minimal route, the original channel belonging to the shortest path will be provided by the routing table. This guarantees that one escape path exists at each switch. In case several outgoing

3. Following the definitions proposed in [15], we distinguish between routing (providing a set of candidate output channels) and selection function (selecting a single candidate based on output channels status).
original channels belong to shortest paths, only one of them will be provided by the routing table. By restricting the use of original channels in this way, we allow most messages to follow minimal paths, and therefore, a more efficient use of resources is made. Also, adaptivity is increased with respect to the original Autonet routing algorithm. This new routing algorithm is inherently different from the one proposed in the previous section, since that algorithm allows the use of original channels to leave the source switch and does not limit their use at intermediate switches to only those original channels that provide minimal or shortest paths. Moreover, that routing algorithm provides a greater adaptivity, while in this new algorithm we try to restrict routing to only minimal paths, thus reducing adaptivity. We would like to remark that this routing algorithm provides fully adaptive minimal routing between all pairs of workstations until messages are forced to move to original channels. When a message starts using original channels, both algorithms provide the same adaptivity as the up’/down’ routing scheme.

Regarding the complexity of the switch, this new routing algorithm does not introduce any extra delay, since the basic routing operation is the same (looking up in a table). With respect to the selection function for this new routing algorithm, it may be implemented as explained in the previous section. In fact, the selection function is exactly the same, the only difference between both algorithms being the information stored in the routing table.

As indicated in Section 3.2, the proposed routing scheme is deadlock-free. It is also livelock-free. Effectively, new channels can only be used if a message has arrived at a switch through one of the new channels. Additionally, new channels are only used to forward messages along minimal paths. Therefore, the number of new channels that can be crossed by a message is bounded by the diameter of the network. Moreover, the up’/down’ routing scheme revisited in Section 4 is livelock-free. Thus, the new routing scheme is livelock-free.

Finally, a variation of the new routing algorithm could be as follows: At intermediate switches, instead of routing through an original channel when all the new channels belonging to minimal paths are busy, we could reduce the use of original channels even more by routing the message through a new channel belonging to a nonminimal path that conforms to the up’/down’ rule. That is, we could route the message through the virtual channel labeled as new that belongs to the same physical channel as the escape path (when duplicating links, it would be routed through the new duplicated channel). If this new channel is also busy, then try the original channel (escape path). However, this routing algorithm increments the complexity of the selection function.

6 PERFORMANCE EVALUATION

In this section, we evaluate the performance of the routing algorithms proposed in Section 5. We will refer to the first routing scheme, proposed in Section 5.1, as A-2 ("A" for adaptive) when implemented by duplicating physical links. Since the routing scheme proposed in Section 5.2 provides minimal adaptive routing, we will refer to it as MA-2 when links are duplicated. We have also evaluated the up’/down’ routing scheme for comparison purposes. We will refer to this routing scheme as UD.

As both algorithms, A-2 and MA-2, require the duplication of all the physical channels in the network, twice as much network bandwidth is available for them with respect to the UD scheme. Thus, in order to perform a fair comparison, a third routing scheme was evaluated. This scheme also duplicates all the channels. The additional channels are used in exactly the same way as the original ones. Both the original and the new channels can be used interchangeably, regardless of the channel reserved at the previous switch. We will refer to this routing scheme as UD-2.

As mentioned in Section 3, an alternative approach consists of splitting physical channels into two virtual channels. We have also considered this option. When the A-2, MA-2, and UD-2 routing algorithms are implemented by splitting each physical channel into two virtual channels, the corresponding routing schemes will be referred to as A-2vc, MA-2vc, and UD-2vc, respectively. Note that these routing algorithms do not duplicate physical channels. Thus, total network bandwidth for the A-2vc, MA-2vc, and UD-2vc routing algorithms is the same as for the UD routing scheme.

Instead of analytic modeling, simulation was used to evaluate the routing algorithms. Our simulator models the network at the flit level. The evaluation methodology used is based on the one proposed in [15]. The most important performance metrics are latency and throughput. Message latency lasts since the message is introduced in the network until the last flit is received at the destination workstation. Latency is measured in clock cycles. Traffic is the flit reception rate, measured in flits per cycle per switch. When the network is not saturated, received traffic will be equal to injected traffic. However, when the network is beyond saturation, received traffic will be lower than the injected one. Moreover, we define throughput as the maximum amount of information delivered by the network per time unit (maximum received traffic).

Message latency should also include software overhead at the source and destination workstations (system call, buffer allocation, buffer-to-buffer copies, etc.). This overhead traditionally accounted for a high percentage of message latency [28], [24]. However, we did not consider such an overhead because some recent proposals reduce and/or hide that overhead, thus exposing hardware latency [18], [3], [25], [13]. We only considered network hardware latency in this study.
6.1 Switch Model
Each switch has a routing control unit that selects the output channel for a message as a function of its destination workstation, the input channel and the status of the output channels. Table look-up routing is used. UD, UD-2, A-2, MA-2, UD-2vc, A-2vc, or MA-2vc routing strategy can be chosen. The routing control unit can only process one message header at a time. It is assigned to waiting messages in a demand-slotted round-robin fashion. When a message gets the routing control unit but it cannot be routed because all of the feasible output channels are busy, it must wait in the input buffer until its next turn. A crossbar inside the switch allows multiple messages to traverse it simultaneously without interference. It is configured by the routing control unit each time a successful routing is made. As all the routing algorithms analyzed in this paper are partially or fully adaptive, all of them offer several routing choices. Therefore, in order to execute the routing algorithm, all the algorithms require accessing a routing table, selecting among several options, and arbitrating for the selected output channel. Thus, we assumed that it takes one clock cycle to compute the routing algorithm in all the cases. We also assumed that it takes one cycle to transmit one flit across the crossbar or through a physical channel. With respect to the input and output buffer sizes, their size has been set to 2 flits.

It should be noted that links in a NOW may be long and may have different lengths. As a consequence, flow control strategies differ from those used in multicomputers and DSMs, usually requiring deep buffers [4]. Those issues will not be considered in this paper because performance does not differ significantly from the case considered here (fixed-length short wires) if flow control is efficiently implemented [36].

Also, when physical channels are split into two virtual channels, we assumed flit-by-flit multiplexing [9]. It is important to note that we assume that virtual channel multiplexing can be efficiently implemented. In practice, implementing virtual channels is not trivial because link wires can be long, increasing signal propagation delay and making flow control more complex. This issue would require further research, analyzing techniques like channel pipelining and/or block acknowledgment, and it is out of the scope of this paper, which focuses on routing. See [36] for a description of an efficient flow-control protocol that supports long wires and different wire lengths, as well as the corresponding performance evaluation.

6.2 Network Model
The network is composed of a set of switches. Network topology is completely irregular and has been generated randomly. However, for the sake of simplicity, we imposed three restrictions to the topologies that can be generated. First, we assumed that there are exactly four workstations connected to each switch. Also, two neighboring switches are initially connected by a single link. That link is duplicated later in order to implement the A-2, MA-2, and UD-2 routing algorithms. Finally, all the switches in the network have the same size. In case links are duplicated, we assumed 12-port switches, thus leaving eight ports (four pairs) available to connect to other switches. On the other hand, when channels are split into two virtual channels, we assumed that switches have eight ports, using four of them to connect to other switches. We have evaluated networks with a size ranging from 16 switches (64 workstations) to 64 switches (256 workstations). For each network size, several distinct irregular topologies have been analyzed.

In order to apply the up’/down’ routing algorithm, the spanning tree for the network must be computed. The root switch is chosen as the switch whose average distance to the rest of the switches is the smallest one. After rooting the network, links are labeled with their corresponding direction, according to the rules described in Section 4. Then, routing tables for the up’/down’ scheme are computed. In order to apply the A-2 and the MA-2 schemes, all the channels in the network are duplicated, and routing tables are computed as explained in Section 5. Finally, routing tables for the UD-2 scheme are also computed. Routing tables for the UD-2vc, A-2vc, and MA-2vc routing schemes are the same as for UD-2, A-2, and MA-2, respectively, but considering virtual channels instead of physical ones.

6.3 Message Generation
Message traffic and message length depend on the applications. We have run simulations with synthetic traffic, as well as execution-driven simulations. For each simulation run with synthetic traffic, we considered that message generation rate is constant and the same for all the workstations. Once the network has reached a steady state, the flit generation rate is equal to the flit reception rate (traffic). We have evaluated the full range of traffic, from low load to saturation. With respect to message destination, we have considered that it is randomly chosen among all the workstations in the network. This pattern has been widely used in other performance evaluation studies [9], [6], [5]. We have also considered the bit reversal, perfect shuffle, and transpose distributions. For message length, 16-flit, 32-flit, 64-flit, 128-flit, and 256-flit messages were considered. Also a mixture of short and long messages, with 80 percent 16-flit messages and 20 percent 256-flit messages, was used. Simulations were run, after a transient period long enough to deliver 60,000 messages, for a number of cycles sufficient for obtaining steady values of network throughput, or, when the network is close to saturation, for a number of cycles high enough to deliver 200,000 messages.

With respect to execution-driven simulations, we have evaluated the behavior of an irregular network using the traffic generated by some SPLASH-2 applications as the input load (see [19] for a detailed description of the execution-driven simulator and application parameters).

6.4 Simulation Results
Here we present the results obtained by simulation. We divide this section into three parts. In the first one, we will compare and analyze the performance of the proposed routing algorithms. In the second part, we will study in more detail some of the characteristics of the MA-2 (MA-2vc) routing scheme. In the last part of this section, we will analyze how much variations in the network
topology influence the performance of the different routing algorithms.

6.4.1 Comparing the Routing Algorithms

Fig. 4 shows the average message latency versus traffic for each of the routing schemes when message size is 16 flits. As can be seen, when doubling the available bandwidth, the A-2 routing scheme triples throughput when compared with the UD strategy, while the UD-2 routing scheme only doubles throughput. Moreover, the latency achieved by A-2 is lower than the one achieved by UD-2 for the whole range of traffic. Thus, most of the improvement achieved by A-2 is due to the additional routing flexibility provided by this scheme and the use of shorter paths. This behavior of the A-2 scheme reduces contention and balances channel utilization. On the other hand, when the MA-2 routing algorithm is used, throughput is almost increased by a factor of 4 with respect to UD, outperforming the A-2 algorithm, but latency is slightly higher than when using the A-2 routing scheme. This is due to the routing restrictions of the MA-2 scheme, which, at the source switch, provides much less adaptivity than the A-2 algorithm. This loss of adaptivity is due to the use of only minimal routes. However, in the 16-switch network we analyzed, the longest distance between switches is four hops when using the up/down routing algorithm, and three hops considering only the topology, and the average distances are about 2.1 and 1.8 hops, respectively. With these maximum distances, each message crosses very few channels, and therefore, the main advantage provided by the MA-2 routing algorithm is not used. Moreover, both average distances are similar, meaning that the nonminimal routes are not much longer than the minimal ones.

When virtual channels are used instead of duplicating all the network links, UD-2vc, A-2vc, and MA-2vc perform better than the UD strategy. A-2vc doubles the throughput achieved by the UD scheme. MA-2vc performs even better than A-2vc. However, the improvement with respect to A-2vc obtained when using the MA-2vc algorithm is smaller than when physical links were duplicated. Also, the MA-2vc routing strategy achieves the lowest latency for the whole range of traffic. Most of the improvement achieved by MA-2vc is due to the use of shorter paths, besides the increment of adaptivity with respect to the UD scheme. Note that the MA-2vc routing scheme achieves higher throughput than the UD-2 algorithm, despite the fact that the latter requires doubling network bandwidth. Obviously, the MA-2vc scheme exhibits a higher latency.

Differences in the relative behavior of both the MA-2vc routing scheme and the A-2vc strategy, with respect to the MA-2 and A-2 algorithms, respectively, arise both in latency and throughput. Differences in latency are due to the fact that when channels are duplicated, messages crossing a pair of parallel physical channels can advance toward their destination independently from each other because each of them can use the whole channel bandwidth. Therefore, wasting some resources in a few cases due to the use of nonminimal paths is profitable (especially in small networks because of the small differences in the average distances). In this case, for small networks, it is more important to provide a greater adaptivity. This is the reason why message latency is lower when using A-2 than when using MA-2 for low and medium network loads. However, for high network loads, when links are multiplexed into two virtual channels, the use of nonminimal paths degrades performance more than in the previous case because the message traveling along one of these paths hinders the progress of the other message that is waiting in the other virtual channel multiplexed onto the same physical channel. Therefore, the use of minimal routing increases the achieved throughput.

The proposed routing algorithms scale very well with network size. Figs. 4b and 4c show the results obtained for networks with 32 and 64 switches, respectively (note that the X axis in Fig. 4b is one third smaller than in Fig. 4a, and also in Fig. 4c is two thirds smaller). The message size is 16 flits. For 64 switches, when physical channels are duplicated, the A-2 routing algorithm increases throughput with respect to the UD algorithm by a factor of 4.1, while the UD-2 schemes does by a factor of 2.1. Latency is reduced for the whole range of traffic. This is due to the use of adaptivity and shorter paths. In the case of the MA-2 strategy, the improvement is much greater, increasing throughput by a factor of 6. This surprising improvement is due to a more balanced distribution of traffic across the network and the use of minimal routing in most cases. In large networks, the average routing distance imposed by the up/down mechanism is about 4 hops, while it is 3.1 hops considering only the topology. Therefore, it is worth using minimal routing at the cost of losing some adaptivity, mainly at the source switch. Note that unlike in the case for 16-switch networks, in this case the MA-2 algorithm achieves the lowest latency for the whole range of traffic.

Regarding the use of virtual channels in the 64-switch network, it can be seen that the UD-2vc routing scheme almost doubles throughput and reduces latency with respect to the UD scheme. The A-2vc routing scheme triples throughput and also reduces latency with respect to the UD scheme. However, the best performance is achieved by the MA-2vc algorithm, whose throughput is almost five times greater than the one achieved by the UD scheme, at the same time that latency is noticeably reduced. Note that for large networks, the MA-2vc scheme achieves a higher throughput than the A-2 scheme, despite the fact that network bandwidth is half the bandwidth available for the latter scheme. This clearly indicates the importance of using minimal routing.

Fig. 5 shows the influence of message size on the behavior of the routing schemes. Figs. 5a, 5b, and 5c show the average message latency versus traffic for a network with 64 switches when message length is 64, 128, and 256 flits, respectively. These results show the robustness of the proposed routing algorithms against message length variation. As can be seen, the UD and UD-2 routing schemes achieve a slightly better throughput when message size is increased. In these routing schemes, link contention is significant. The A-2 and MA-2 routing schemes also achieve a slightly better throughput when message size is
larger. Anyway, the MA-2 routing scheme achieves the maximum performance and lowest latency for all the message sizes.

When virtual channels are used, UD-2vc, A-2vc, and MA-2vc schemes achieve a throughput similar to that achieved with 16-flit messages (Fig. 4c). This fact shows that their behavior is almost independent of message size. However, as routing algorithms based on duplicating physical channels increase throughput when message size increases, the relative behavior of these algorithms with respect to those based on virtual channels improves with message size.

In the case of using a mixture of short and long messages (80 percent 16-flit messages and 20 percent 256-flit messages), UD-2vc, A-2vc, and MA-2vc schemes achieve a throughput similar to that achieved with 16-flit messages (Fig. 4c). This fact shows that their behavior is almost independent of message size.
messages), simulation results (not presented) show similar behavior as for other message sizes for all seven routing algorithms under study.

When the distribution of message destinations is not uniform, the performance achieved by the different routing algorithms increases. Fig. 6 shows the simulation results for the seven routing schemes in a network composed of 32 switches when message destination follows the (a) bit reversal, (b) perfect shuffle, and (c) transpose distributions. These plots can be compared with Fig. 4b. It can be seen that the UD, UD-2, and UD-2vc routing algorithms do not improve throughput significantly with respect to the case of using the uniform distribution. For the remaining routing algorithms (A-2, A-2vc, MA-2, and MA-2vc), the achieved throughput is noticeably increased, especially when the bit reversal distribution is used. Note that at the same time that throughput is increased, the relative improvement of the four proposed algorithms with respect to UD is also greater. This result is also valid for the rest of network sizes and message lengths, especially in the case of long messages.

Note that when using message distributions like bit reversal, perfect shuffle, and transpose, communication between workstations follows a fixed pattern. Moreover, this pattern is sometimes symmetric. This is true in the case of bit reversal and transpose distributions, where workstation A sends messages to workstation B, while workstation B sends its messages to workstation A. Thus, we could reduce network traffic by connecting workstations A and B to the same switch. In this case, no traffic would exist between network switches. However, our objective is to stress the network in order to study the behavior of routing algorithms, and therefore we need messages to be routed through the network. We have allocated workstation n at switch n DIV 4. With this allocation policy, some traffic is internal to the switches, as shown in Table 1, but the percentage of this internal traffic is quite small.

On the other hand, one is always left wondering if the proposed routing algorithms really make a difference in the real world. To answer this question, we have run several execution-driven simulations. We have analyzed whether the interconnection network is able to handle the traffic generated in a NOW with the shared memory model. In particular, we have evaluated the behavior of a 16-switch irregular network using the traffic generated by some SPLASH-2 applications as the input load (see [19] for a detailed description of the execution-driven simulator and application parameters). Some simulation results are presented in Figs. 7 and 8 for FFT and RADIX, respectively. As can be seen, the proposed routing algorithms reduce the average message latency, and as a result, significantly
reduce the overall execution time for the applications. In the case for FFT, MA-2vc reduces execution time by 32 percent with respect to UD. In the case for the RADIX application, the reduction in execution time is even larger, reaching 43 percent when MA-2vc is used. The main reason for this significant improvement is that the network saturates for short intervals during the execution of the applications (see the sharp latency increments in Figs. 7 and 8). During these intervals, the higher throughput achieved by MA-2vc and A-2vc with respect to UD helps draining messages and reducing network congestion at a faster rate. It should be noticed that the network saturates because there are four workstations connected to each switch, thus sharing the bandwidth provided by its links. This kind of configuration is very common in current NOWs. These results agree with the ones obtained for ccNUMA multiprocessors when several processors are attached to each network router [29].

Finally, it should be noted that the improvement achieved by using the theory proposed in [14], [15] for the design of adaptive routing algorithms is much higher in irregular topologies (results presented in this paper) than in regular ones [15]. This is mainly due to the fact that in irregular networks, routing algorithms like up*/down*

<table>
<thead>
<tr>
<th></th>
<th>Bit Reversal</th>
<th>Shuffle</th>
<th>Transpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 switches</td>
<td>12.5%</td>
<td>12.5%</td>
<td>12.5%</td>
</tr>
<tr>
<td>32 switches</td>
<td>12.5%</td>
<td>6.2%</td>
<td>6.2%</td>
</tr>
<tr>
<td>64 switches</td>
<td>6.2%</td>
<td>3.1%</td>
<td>6.2%</td>
</tr>
</tbody>
</table>

Table 1: Percentage of Internal Traffic for Different Destination Distributions and Network Sizes

Fig. 7. Average message latency during the execution of FFT in an irregular network composed of 16 switches.

Fig. 8. Average message latency during the execution of RADIX in an irregular network composed of 16 switches.
routing do not provide minimal paths in most cases, and also concentrate traffic near the root switch of the network. However, these problems are avoided if the mentioned theory is used to design routing algorithms.

6.4.2 The MA-2 Routing Algorithm in Detail

Figs. 4, 5, and 6 clearly show that the MA-2 routing algorithm achieves the best performance when duplicating physical links. The same happens with MA-2vc in the case of using virtual channels. This happens despite the fact that these routing algorithms provide less adaptivity than the A-2 and A-2vc schemes. There are three main differences between the MA-2 (MA-2vc) and the A-2 (A-2vc) routing algorithms. These three differences are:

- With the MA-2 (MA-2vc) scheme, a new outgoing channel can be used by a message to leave the current switch only if it belongs to a minimal path, while with the A-2 (A-2vc) strategy, it can be used if the routing distance from the next switch up to the destination is less than that from the current switch to the destination.
- In the MA-2 (MA-2vc) routing algorithm, newly injected messages can only leave the source switch using new channels belonging to minimal paths, and never using original channels. With the A-2 (A-2vc) scheme, messages can leave the source switch through new and original channels.
- At intermediate switches, the MA-2 (MA-2vc) routing function gives a higher priority to the new channels belonging to minimal paths. As escape paths, the routing algorithm provides the original channels belonging to minimal paths. If none of the original channels provides minimal routing, then the one that provides the shortest path will be used. The A-2 (A-2vc) algorithm can use any of the original channels.

It would be interesting to know which of these differences has a larger effect on the performance improvement achieved by MA-2 (MA-2vc) with respect to A-2 (A-2vc). To do so, we first analyze the influence on performance produced by the third difference. We have simulated a variation of the MA-2 (MA-2vc) routing algorithm in which when all of the outgoing new channels that provide minimal routing are busy, messages are allowed to use any of the original channels, independently of whether they provide minimal routing. This variation will increase the adaptivity of the routing algorithm, because there are more choices to route messages. Therefore, the overall network performance may increase. However, messages routed through the additional choices will, in most cases, follow nonminimal paths, thus diminishing network performance.

Fig. 9 shows some of the simulation results. In Fig. 9a, one can see the comparison between the performance achieved by the variation of the algorithm and the one obtained with the MA-2vc scheme. Network size is 32 switches and message length is 256 flits. As can be seen, both strategies behave similarly, but the MA-2vc algorithm achieves a slightly higher throughput. In the case of a 64-switch network (in Fig. 9b), the worsening of the new algorithm is greater. When shorter messages are used, only with large networks and 64-flit messages (not shown), the MA-2vc scheme performs better. In the rest of the cases, there is no difference between the two algorithms. When links were duplicated instead of using virtual channels, none of the simulations revealed any difference.

We can conclude that the small worsening in performance is due to the fact that when several original channels that belong to nonminimal paths are provided by the routing function, messages have a higher probability to find a free original channel, thus following a nonminimal path and acquiring more resources than necessary. This is more noticeable in large networks, where the differences in path lengths are greater. Therefore, it is better for messages to wait for some cycles until any of the outgoing channels belonging to a minimal path becomes free (this channel will probably be a new one) than being directly routed through a probably nonminimal path that, in addition, is less adaptive.

We have seen that the third difference between the MA-2 (MA-2vc) and the A-2 (A-2vc) routing algorithms has a small influence on the improvement achieved by the former. Let us analyze the second difference. To do so, we
have modified the routing tables of the MA-2 (MA-2vc) scheme in order to allow messages to leave the source switch through both new and original channels. Messages can use only those new channels that provide minimal routing, while they are allowed to use any of the original channels provided by the up/down routing function, independently of whether they provide minimal routing or not. At intermediate switches, we keep the basic behavior of the MA-2 (MA-2vc) strategy. Note that this variation of the MA-2 (MA-2vc) routing algorithm considerably increases adaptivity at the source switch.

Fig. 10a shows the average message latency versus traffic for a network with 16 switches when message length is 64 flits. Physical links have been duplicated. As can be seen, when messages are allowed to leave the source switch using both new and original channels, message latency is slightly lower. This is due to the higher adaptivity of the new algorithm, that reduces contention and increases performance more than the use of nonminimal routing worsens it. However, the throughput achieved by the new version of the algorithm is lower than the one for the original function. The reason for this is that when the network is close to saturation, the use of nonminimal routing leads to a wasting of network resources, which does not compensate the increase in performance due to the higher adaptivity. Fig. 10b shows the case for a network composed of 64 switches. The results are similar. In this case, differences in latency are smaller, while the difference in throughput is greater due to the higher differences between minimal and nonminimal routes in this larger network. Also, the MA-2 algorithm provides more adaptivity in a large network than in a small one. Thus, the additional adaptivity provided by the modified routing algorithm does not help significantly. For the remaining network sizes and message lengths, we obtained similar results.

Fig. 11 shows the average message latency versus traffic for a network where physical channels have been split into two virtual channels. In this case, allowing messages to leave the source switch using both new and original channels worsens performance considerably. Restricting routing at the source switch to only new channels reduces message latency and at the same time increases performance significantly.
Analyzing the results presented in Fig. 9, we can conclude that the third difference between MA-2 (MA-2vc) and A-2 (A-2vc) routing algorithms has a small influence on the overall network performance. We have seen that restricting the use of escape paths to only those ones that belong to minimal routes makes a difference only in large networks. On the other hand, analyzing Figs. 10 and 11, we see that the second difference, that is, allowing messages to leave the source switch only through new channels, has a big impact on network throughput. Finally, after comparing the mentioned figures with Figs. 4 and 5, we conclude that the first difference (the restriction that allows using only those new channels that belong to minimal paths) is the one that has the larger effect on performance improvement.

In order to analyze the reasons for that improvement in more detail, Table 2 shows the average adaptivity\(^4\) of A-2 (A-2vc) and MA-2 (MA-2vc) routing algorithms for several network sizes. For each routing algorithm, two different adaptivities have been calculated: The first one, referred to as “At source switch,” is the average adaptivity provided by the routing algorithms when routing takes place at the source switch. The second one is the average adaptivity provided when routing at intermediate switches. As expected, the A-2 (A-2vc) routing algorithm provides much more adaptivity at the source switch, because messages can leave the switch through new and original channels and also messages are allowed to leave the switch through new channels that do not provide minimal routing. However, the smaller adaptivity of the MA-2 (MA-2vc) routing algorithm produces a much more efficient use of resources, since all the provided routes are minimal. On the other hand, the MA-2 (MA-2vc) algorithm provides an adaptivity greater than the one provided by the A-2 (A-2vc) routing scheme at intermediate switches. The reason is the following: The A-2 (A-2vc) scheme allows messages to leave intermediate switches through new channels belonging to nonminimal paths and also through all the original channels supplied by the up*/down* routing function. Therefore, it should provide more adaptivity than the MA-2 (MA-2vc) routing algorithm. However, once a message is routed through an original channel at a switch, in the following switches it will be routed with a very small adaptivity, if any. Thus, the average adaptivity provided by the A-2 (A-2vc) scheme decreases considerably, being even lower than the one supplied by MA-2 (MA-2vc). On the other hand, the higher adaptivity provided by the MA-2 (MA-2vc) algorithm also provides, almost always, minimal routing, while the A-2 (A-2vc) scheme is not able to provide minimal routing in many cases. In practice, the lower adaptivity of A-2 (A-2vc) is even smaller because messages consume more resources than strictly necessary because they travel along nonminimal routes. As a consequence, output channels remain busy for longer periods of time, avoiding incoming messages to be successfully routed. In summary, the MA-2 (MA-2vc) routing algorithm achieves a much better use of resources than the A-2 (A-2vc) scheme does.

Finally, we proposed at the end of Section 5.2 a variation of the MA-2 (MA-2vc) routing algorithm that, at intermediate switches, instead of routing through an original channel once all of the new channels belonging to minimal paths are busy, would route the message through a new channel belonging to a nonminimal path that conforms to the up*/down* rule. This variation was intended to reduce the use of original channels even more. We have also analyzed this variation.

Fig. 12a shows the average message latency versus traffic for a network with 32 switches when message length is 64 flits. Physical links have been duplicated. It can be seen that using nonminimal routing on new channels has a small effect on network performance. Latency is only slightly reduced at high network loads, while no increment in throughput is achieved. In the case for a 64-switch network, there is no improvement in latency, while throughput is increased by less than 5 percent. When splitting physical channels into two virtual channels, the plot for a 32-switch network shown in Fig. 13a reveals a slight improvement in

---

4. The average adaptivity has been computed as the average number of routing options provided by each of the routing algorithms at every switch in the network. In order to make this computation representative, we have averaged the results for 10 different topologies for each of the network sizes analyzed.

<table>
<thead>
<tr>
<th>Network Size</th>
<th>MA-2 and MA-2vc</th>
<th>A-2 and A-2vc</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>At source switch</td>
<td>At intermediate switches</td>
</tr>
<tr>
<td>16 switches</td>
<td>1.48</td>
<td>1.77</td>
</tr>
<tr>
<td>32 switches</td>
<td>1.49</td>
<td>1.59</td>
</tr>
<tr>
<td>64 switches</td>
<td>1.48</td>
<td>1.46</td>
</tr>
</tbody>
</table>
both latency and throughput. However, in the case for a larger network displayed in Fig. 13b, the new version of the MA-2vc algorithm exhibits almost the same latency, while throughput is slightly lower. In summary, as simulation results show, the increment in performance obtained by this new routing function is negligible. This is due to the use of nonminimal paths. Moreover, we have not taken into account in the simulations carried out that this new routing strategy needs a more complex selection function, which may increase routing time. Also, note that routing tables need to be larger, because they must store, besides the new and original channels as in MA-2vc, the nonminimal new channels that can be selected when all the minimal new channels are busy.

6.4.3 The Randomness of the Network
When someone builds a NOW with an irregular topology, she or he is supposed to arrange the workstations and switches in such a configuration that the network has good performance. If this performance is not as good as expected, she or he will probably tune the network topology, changing its layout if possible. Therefore, the topology of a NOW is rarely defined in a completely random way. The location of the workstations greatly influences the topology, but the customer can also play an important role in defining the topology. Thus, this process is not completely random. However, not all the existing networks will have the same topology (or the best topology), mainly due to space constraints in the arrangement of workstations and switches.

The results presented above have been obtained from the simulation of the routing algorithms in networks whose topologies have been generated in a completely random way. As discussed above, this is not the best way to model the topology of a NOW, but generating it randomly prevents us from performing a tendentious study.

Because not all the networks will have the same topology, we can wonder whether varying the irregular...
topology influences the network performance. In other words, will all the networks generated in a completely random way have the same behavior? Obviously, we cannot expect all of them to present the same performance. Therefore, how much do variations in the topology affect the performance achieved by the studied routing algorithms? Will the best routing algorithms presented above continue being the best ones in other irregular topologies?

In order to study how the randomness of the network affects the performance of the routing algorithms, we generated, in a completely random way, 10 different irregular topologies for each of the network sizes analyzed. To build these topologies, we imposed the same three restrictions mentioned in Section 6.2. We carried out this study for networks with 16 switches (64 workstations) and 64 switches (256 workstations). For each of the topologies generated, we ran simulations for all of the seven routing algorithms studied in the previous sections, evaluating the full range of traffic. Message destination was randomly chosen among all the workstations in the network.

Fig. 14 presents the average message latency versus traffic for the 10 different irregular networks when using the UD routing algorithm. Message length is 16 flits. Network size is (a) 16 switches and (b) 64 switches.

In the case for the MA-2vc scheme (shown in Fig. 15), the variation is much smaller than for the UD strategy. In fact, the MA-2vc routing algorithm presents, among the seven routing algorithms we evaluated, the smallest variation in performance when changing the topology. Fig. 15a shows the results for a 16-switch network. All the topologies, except the second one, present almost the same performance, varying by no more than 15 percent. The second topology exhibits the worst behavior for all the routing algorithms. Fig. 15b shows the comparison for 64-switch networks. In this case, variation in throughput is not larger than 16 percent. In general, the average variation in throughput due to the topology for all the routing schemes is not larger than 25 percent.

As seen, the performance of the different routing algorithms depends, in part, on the underlying network topology. The question now is whether the relative benefits of the best routing algorithms presented above are kept in other irregular topologies. In order to answer this question, we compared the relative performance of the distinct routing schemes in several topologies. We observed that the relative performance of the several routing algorithms is not significantly affected by the particular topology used. Using throughput as the performance metric, when we duplicate the links in the network, the MA-2 routing algorithm always performs better than the A-2 algorithm, and the latter performs better than UD-2. In the case of splitting physical channels into two virtual channels, results are identical: MA-2vc performs better than A-2vc, which performs better than UD-2vc. The worst performance is always achieved by the UD scheme. With respect to the
factor of improvement for the different algorithms, it varies
on average less than 18 percent when changing from one
topology to another.

Also, note that the average factor of improvement for the
MA-2 routing algorithm with respect to the UD scheme is
about 6 with uniform traffic, while in the case for the MA-
2vc strategy is about 4. Thus, it is worth splitting physical
channels into virtual ones when designing new switches
because this alternative presents a better cost/performance
ratio.

Finally, some topologies have been especially designed
for up*/down* routing to achieve good performance [31].
We have evaluated the performance of the different routing
algorithms in these topologies. Some of them have the
property that all of the paths provided by up*/down*
routing are minimal. For the sake of brevity, we will not
describe these topologies in this paper. The reader can refer
to [31] for a detailed description. Simulation results are
presented in Fig. 16. For all the plots, traffic distribution
follows a client/server model (also proposed in [31]). In this
model, a few servers are uniformly distributed all round the
network. As can be seen, in the torus and hypercube, using
the routing algorithms proposed in this paper improves
performance noticeably. However, for the rest of topologies,
we obtain no benefit when using virtual channels or
duplicating physical links (except for the mstage topology).
The reason for this is the traffic pattern used. All traffic is
between clients and servers, and therefore, the network is
congested due to the fact that servers cannot absorb
messages fast enough. For the same topologies, we have
also run simulations where message destinations are
randomly chosen among all the workstations in the net-
work. The obtained results are similar to those presented in
Figs. 4 and 5.

7 CONCLUSIONS

Networks of workstations (NOWs) are becoming increas-
ingly popular. In particular, they are a cost-effective
alternative to parallel computers. Typically, workstations
in a NOW are connected using irregular topologies.
Irregularity provides the wiring flexibility, scalability,
and incremental expansion capability required in this
environment. However, the irregular connections between
switches also make routing and deadlock avoidance on
these networks quite complicated. Current proposals avoid
deadlock by removing cyclic dependencies between
channels. As a consequence, routing is considerably
restricted and many messages must follow nonminimal
paths, therefore increasing latency and wasting resources.

In this paper, two simple and general methodologies for
the design of adaptive routing algorithms for switch-based
interconnects with irregular topology have been proposed.
Routing algorithms designed according to these methodol-
gies are intended to increase the adaptivity of the original
routing function while allowing more messages to follow
minimal paths. The first design methodology focuses on
maximizing adaptivity. Routing algorithms designed
according to the second methodology route most of the
messages through minimal paths, even at the cost of losing
some adaptivity, especially at the source switch. Addition-
ally, it has been shown that the resulting routing algorithms
are deadlock and livelock-free. As an example of the
application of these methodologies, they have been used
to improve the performance of Autonet networks. To apply
each design methodology, two alternative implementations
have been analyzed. The first one does not require changing
the switch design. It takes advantage of spare switch ports,
duplicating the links in the network. Also, routing tables
should be updated according to the new algorithms. The
second implementation approach consists of splitting
physical channels into two virtual channels. In this case, the topology remains unchanged, but a new switch design is required.

The performance of the new routing algorithms has been evaluated, comparing it with the original up*/down* algorithm as well as with an extension of up*/down* that uses the new channels according to the same basic routing rules. The evaluation study was performed on networks with 16, 32, and 64 switches, using several distributions of traffic and different message lengths. Despite the simplicity of the proposed approaches, the new routing algorithms increase throughput by a factor between 2 and 4.5 with respect to the original up*/down* routing algorithm when physical channels are split into two virtual channels. When physical channels are doubled, the new routing algorithms improve throughput up to seven times the original one. Latency is also considerably reduced in all the cases for the whole range of network load. Different message sizes have
been evaluated, showing that the throughput achieved by the new algorithms is almost independent of message length, especially when physical channels are split into virtual ones. For large networks, the improvement achieved by the new routing schemes is much larger than for small networks, especially in the case for the MA-2 (MA-2vc) routing algorithm. This is due to the higher differences in length between minimal and nonminimal routes.

We have analyzed in detail the use of minimal versus nonminimal routing, concluding that the use of minimal routing is considerably advantageous. Nonminimal routing leads to unnecessary wasting of network resources, increasing latency and reducing the maximum traffic delivered.

Finally, we have analyzed how the variations in the network topology influence the performance of the different routing algorithms. Results show that network throughput varies less than 25 percent when changing from one topology to another. They also reveal that the relative performance of the different routing schemes is not changed significantly.
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